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## Lars Gislén

## The Dirac Equation

We will try to find a relativistic quantum mechanical description of the electron. The Schrödinger equation is not relativistically invariant. Also we would like to have a consistent description of the spin of the electron that in the non-relativistic theory has to be added by hand.

## 1. First try

Classically we have the Hamiltonian for a free particle

$$
H=\frac{1}{2 m} p^{2}
$$

and in an electromagnetic field

$$
H=\frac{1}{2 m}(\mathbf{p}-e \mathbf{A})^{2}+e \Phi
$$

Note that out conventions are such that the charge of the electron $e<0$
Relativistically we have

$$
H=\sqrt{(\mathbf{p}-e \mathbf{A})^{2}+m^{2}}+e \Phi
$$

We now try to quantize

$$
\mathbf{p} \rightarrow-i \nabla \quad H \rightarrow i \frac{\partial}{\partial t}
$$

which implies

$$
i \frac{\partial \Psi}{\partial t}=\left(\sqrt{(-i \nabla-e \mathbf{A})^{2}+m^{2}}+e \Phi\right) \Psi
$$

This equation is nasty, it is hard to see the relativistic invariance and the square root is difficult to interpret quantum mechanically.

## 2 Second try

Strat with the relation

$$
E^{2}=\mathbf{p}^{2}+m^{2}=p^{0^{2}}
$$

Using

$$
p^{\mu} \rightarrow i \partial^{\mu}=i\left(\frac{\partial}{\partial x^{0}},-\nabla\right)
$$

we get

$$
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \Psi=0
$$

which is the Klein-Gordon equation.
In an electromagnetic field we make the substitution

$$
\begin{aligned}
& \mathbf{p}=-i \nabla \rightarrow \mathbf{p}-e \mathbf{A}=-i \nabla+e \mathbf{A}=i(-\nabla+i e \mathbf{A}) \\
& E=i \frac{\partial}{\partial x^{0}} \rightarrow E-e \Phi=i \frac{\partial}{\partial x^{0}}-e \boldsymbol{\Phi}=i\left(\frac{\partial}{\partial x^{0}}+i e \boldsymbol{\Phi}\right)
\end{aligned}
$$

or

$$
\partial^{\mu} \rightarrow D^{\mu}=\partial^{\mu}+i e A^{\mu}
$$

giving us

$$
\left(D_{\mu} D^{\mu}+m^{2}\right) \Psi=0=\left[\left(\partial_{\mu}+i e A_{\mu}\right)\left(\partial^{\mu}+i e A^{\mu}\right)+m^{2}\right] \Psi
$$

For a free particle we have for the complex conjugate field

$$
\left(\partial_{\mu} \partial^{\mu}+m^{2}\right) \Psi^{*}=0
$$

The differential equation is of second order, something we don't like, as we want the wave equation to be uniquely determined by its initial value. We can avoid this problem by letting the wave function have two components:

$$
\Psi_{ \pm}=\Psi \pm \frac{i}{m} \frac{\partial \Psi}{\partial t}
$$

Each of these components then satisfies a first order differential equation of time.

But we still have problems with the probability current.

Multiply the Klein-Gordon equation by $\Psi^{*}$ from the left and the complex conjugate equation by $\Psi$ from the right and subtract the equation member wise. We get

$$
\Psi^{*} \partial_{\mu} \partial^{\mu} \Psi-\Psi \partial_{\mu} \partial^{\mu} \Psi^{*}=0=\partial_{\mu}\left(\Psi^{*} \partial^{\mu} \Psi-\Psi \partial^{\mu} \Psi\right)
$$

the conserved four-current for probability is then

$$
J^{\mu}=\Psi^{*} \partial^{\mu} \Psi-\Psi \partial^{\mu} \Psi
$$

The probability density is

$$
\rho=J^{0}=\Psi^{*} \frac{\partial \Psi}{\partial t}-\Psi \frac{\partial \Psi^{*}}{\partial t}
$$

which is not positive definite.

Another problem withy the Klein-Gordon equation is that it gives solutions with negative energy.

## 3. Third try

We can describe a spin $1 / 2$ particle non-relativistically by giving the wave function two components:

$$
\Psi=\binom{\chi_{1}}{\chi_{2}}
$$

The probability density is then

$$
\rho=|\Psi|^{2}=\sum_{i=1,2}\left|\chi_{i}\right|^{2}
$$

We assume that in the relativistic case the wave function has $N$ components

$$
\Psi=\left(\begin{array}{l}
\Psi_{1} \\
\Psi_{2} \\
\ldots \\
\Psi_{N}
\end{array}\right)
$$

We want that the time development of the state be uniquely described by the initial state. This makes us want a differential equation of first order in time.
We assume

$$
i \frac{\partial \Psi}{\partial t}=H \Psi
$$

The Hamiltonian $H$ has to be hermitian because of charge conservation.
Exercise: Show this from $\frac{d}{d t} \iint_{\text {helarymden }} d^{3} x \rho=0$.

We want a relativistically invariant equation. This implies that it must also have first order derivatives of the space coordinates.
Assume ( $c=\hbar=1$ )

$$
H=\boldsymbol{\alpha} \cdot \mathbf{p}+\beta m
$$

Here is as usual $\mathbf{p}=-i \nabla ; \boldsymbol{\alpha}$ and $\beta$ are hermitian operators (matrices) and do not operate on the space-time components. The Hamiltonian for e free particle cannot depend on the coordinates, as it has to be invariant under translations.
With $E=i \frac{\partial}{\partial t}$ we can write

$$
(E-\boldsymbol{\alpha} \mathbf{p}-\beta m) \Psi=0 .
$$

We now require

$$
\left(E^{2}-\mathbf{p}^{2}-m^{2}\right) \Psi=0
$$

the relativistic relation between energy, momentum and mass.

Multiply by the operator $(E+\boldsymbol{\alpha} \mathbf{p}+\beta m)$ from the left. The condition above implies

$$
\begin{aligned}
& \alpha_{k}^{2}=1, \quad \beta^{2}=1, \\
& \alpha_{k} \alpha_{l}+\alpha_{l} \alpha_{k}=0, \quad k \neq l
\end{aligned}
$$

eller

$$
\alpha_{k} \beta+\beta \alpha_{k}=0
$$

$$
\left\{\alpha_{k}, \alpha_{l}\right\}=2 \delta_{k l} \quad\left\{\alpha_{k}, \beta\right\}=0
$$

Now consider the ordinary Pauli spin operators $\sigma=2 \mathbf{s}$ with

$$
\sigma_{i}^{2}=1(\mathrm{i}=1,2,3) \text { and } \sigma_{k}=-i \sigma_{l} \sigma_{m} \quad k, l, m \text { cyclically } .
$$

If we choose $\sigma_{3}$ diagonal we have with the eigenfunctions $\lfloor \pm\rangle$

$$
\begin{aligned}
& \sigma_{3}| \pm\rangle= \pm| \pm\rangle \\
& \sigma_{2}| \pm\rangle= \pm i|\mp\rangle \\
& \sigma_{1}| \pm\rangle=|\mp\rangle
\end{aligned}
$$

These operators form (together with the unit operator) a group under multiplication. We can represent them by three $2 \times 2$ matrices. We define

$$
\sigma_{1}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad \sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right) \quad \sigma_{3}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Exercise: Check that these operators have the required behaviour.

The eigenfunctions can be represented by the base vectors

Further we have the anticommutation relations $\left\{\sigma_{k}, \sigma_{l}\right\}=2 \delta_{k l}$ i.e. the same relations as for the Dirac operators above. But we have four Dirac operators and only three Pauli operators.

Thus we study a system where we have two independent spins, one with the spin operator $\boldsymbol{\sigma}$ and another one with spin operator $\boldsymbol{\rho}$. The product space of these operators has four base eigenvectors

$$
|1\rangle=|+\rangle_{\sigma}|+\rangle_{\rho}, \quad|2\rangle=|-\rangle_{\sigma}|+\rangle_{\rho}, \quad|3\rangle=|+\rangle_{\sigma}|-\rangle_{\rho}, \quad|4\rangle=|-\rangle_{\sigma}|-\rangle_{\rho},
$$

Now define

$$
\begin{array}{ccc}
\sigma_{1}=-i \alpha_{2} \alpha_{3} & \sigma_{2}=-i \alpha_{3} \alpha_{1} & \sigma_{3}=-i \alpha_{1} \alpha_{2} \\
\rho_{1}=-i \alpha_{1} \alpha_{2} \alpha_{3} & \rho_{2}=-\beta \alpha_{1} \alpha_{2} \alpha_{3} & \rho_{3}=\beta
\end{array}
$$

It is easy to verify that these operators have the correct commutation relations.
Exercise: Do this.

Further, the two spin operators are independent, $[\boldsymbol{\sigma}, \boldsymbol{\rho}]=0$. We can also define our original Dirac operators expressed in the spin operators:

$$
\alpha_{k}=\rho_{1} \sigma_{k} \quad \beta=\rho_{3}
$$

As we have four independent eigenvectors we can represent the Dirac operators as 4 x 4 matrices. The wave function will have four components.

We will also introduce a set of matrices on (formally) covariant form by the definition $\gamma^{\mu}=\left(\gamma^{0}, \gamma\right)$ with $\gamma^{0}=\beta, \gamma=\beta \alpha$.
These new matrices fulfil the relations

$$
\left\{\gamma^{\mu}, \gamma^{v}\right\}=2 \cdot 1 \cdot g^{\mu v}, \quad \gamma^{0 \dagger}=\gamma^{0} \quad \gamma^{k \dagger}=-\gamma^{k}
$$

i.e. the "space" parts are antihermitian.

Exercise: Show this!

We can write the two last relations as

$$
\gamma^{\mu^{\dagger}}=\gamma^{0} \gamma^{\mu} \gamma^{0}
$$

We now rewrite the wave equation using these definitions:

$$
i \frac{\partial \Psi}{\partial t}=(\boldsymbol{\alpha} \mathbf{p}+\beta m) \Psi
$$

Multiply from the left by $\beta$

$$
\begin{aligned}
& i \beta \frac{\partial \Psi}{\partial t}=(\beta \boldsymbol{\alpha} \mathbf{p}+m) \Psi \text { or } \\
& \left(i \gamma^{0} \frac{\partial}{\partial t}+i \gamma \nabla-m\right) \Psi=0 \text { or } \\
& \left(i \gamma^{\mu} \partial_{\mu}-m\right) \Psi=0 .
\end{aligned}
$$

In an electromagnetic field we make the canonical substitution $\partial_{\mu} \rightarrow D_{\mu}=\partial_{\mu}+i e A_{\mu}$ giving the Dirac equation

$$
\left(\gamma^{\mu}\left(i \partial_{\mu}-e A_{\mu}\right)-m\right) \Psi=0
$$

We will now investigate the hermitian conjugate field. Hermitian conjugation of the free particle equation gives

$$
-i \partial_{\mu} \Psi^{\dagger} \gamma^{\mu^{\dagger}}-m \Psi^{\dagger}=0
$$

It is not easy to interpret this equation because of the complicated behaviour of the gamma matrices. We therefor multiply from the right by $\gamma^{0}$ :

$$
-i \partial_{\mu} \Psi^{\dagger} \gamma^{0} \gamma^{0} \gamma^{\mu^{\dagger}} \gamma^{0}-m \Psi^{\dagger} \gamma^{0}=0
$$

Introduce the conjugated wave

$$
\begin{aligned}
& \bar{\Psi}=\Psi^{\dagger} \gamma^{0} \text { that gives } \\
& -i \partial_{\mu} \bar{\Psi} \gamma^{\mu}-m \bar{\Psi}=0
\end{aligned}
$$

Multiply the non-conjugated Dirac equation by the conjugated wave function from the left and multiply the conjugated equation by the wave function from right and subtract the equations. We get

$$
\partial_{\mu}\left(\bar{\Psi} \gamma^{\mu} \Psi\right)=0 .
$$

We interpret this as an equation of continuity for probability with

$$
j^{\mu}=\bar{\Psi} \gamma^{\mu} \Psi
$$

being a four dimensional probability current. We test the first component that should behave as a probability density

$$
j^{0}=\rho=\bar{\Psi} \gamma^{0} \Psi=\Psi^{\dagger} \gamma^{0} \gamma^{0} \Psi=\Psi^{\dagger} \Psi=\sum_{r=1}^{4}\left|\Psi_{r}\right|^{2}
$$

This looks fine. The probability is evidently positive definite.

The conjugated equation with an electromagnetic field finally is

$$
\left(-i \partial_{\mu}-e A_{\mu}\right) \bar{\Psi} \gamma^{\mu}-m \bar{\Psi}=0
$$

where we made the substitution $\partial_{\mu} \rightarrow \partial_{\mu}-i e A_{\mu}$
Note the change of sign of $e$. The conjugated equation describes a positron!!

## A representation of the gamma matrices (The Dirac representation)

Not that this is only one of several possible representation.
We introduce the following matrices for the base vectors

$$
|1\rangle=\left(\begin{array}{l}
1 \\
0 \\
0 \\
0
\end{array}\right)=\binom{+}{0} \quad|2\rangle=\left(\begin{array}{l}
0 \\
1 \\
0 \\
0
\end{array}\right)=\binom{-}{0} \quad|3\rangle=\left(\begin{array}{l}
0 \\
0 \\
1 \\
0
\end{array}\right)=\binom{0}{+} \quad|4\rangle=\left(\begin{array}{l}
0 \\
0 \\
0 \\
1
\end{array}\right)=\binom{0}{-}
$$

we then have

$$
\beta=\left(\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{array}\right)=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \text { diagonal }
$$

where we interpret in the right expression each element as a $2 \times 2$ matrix. IN the same way we have

$$
\alpha_{k}=\left(\begin{array}{cc}
0 & \sigma_{k} \\
\sigma_{k} & 0
\end{array}\right)
$$

In this representation the gamma matrices become

$$
\gamma^{0}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right) \quad \gamma^{k}=\left(\begin{array}{cc}
0 & \sigma_{k} \\
-\sigma_{k} & 0
\end{array}\right)
$$

It is usual to introduce also the operator $\gamma^{5} \equiv i \gamma^{0} \gamma^{1} \gamma^{2} \gamma^{3}$ that in our representation is

$$
\gamma^{5}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \cdot \text { Check!! }
$$

Exercise: what are the commutation relations of $\gamma^{5}$ with the other gamma matrices?

## Plane wave solutions of the free Dirac equation

Assume solutions of the form

$$
\Psi(x)=\frac{1}{\sqrt{V}}\left\{\begin{array}{l}
u^{(r)}(\mathbf{p}) \\
v^{(r)}(\mathbf{p})
\end{array}\right\} e^{\mp p x}
$$

with $p=(E, \mathbf{p}), \quad E=+\sqrt{m^{2}+\mathbf{p}^{2}}$. Formally this corresponds the upper solution corresponds to a particle with momentum $\mathbf{p}$ and energy $E$ while the lower solution has
$-\mathbf{p}$ and $-E$. The index $r=1,2$ marks the two independent solutions for each momentum $p$. We choose these two to be orthogonal. Insert the ansatz in the Dirac equation

$$
\begin{aligned}
& (\not p-m) u^{(r)}(\mathbf{p})=0 \\
& (\gamma p+m) v^{(r)}(\mathbf{p})=0 \\
& \bar{u}^{(r)}(\mathbf{p})(\not p-m)=0, \quad \bar{u}^{(r)}=u^{\dagger(r)} \gamma^{0} \\
& \bar{v}^{(r)}(\mathbf{p})(\not p+m)=0
\end{aligned}
$$

The equation for $u$ can be written (in our representation)

$$
\left(\begin{array}{cc}
E-m & 0 \\
0 & -E-m
\end{array}\right)\binom{u_{b}}{u_{s}}-\left(\begin{array}{cc}
0 & \boldsymbol{\sigma} \mathbf{p} \\
-\sigma \mathbf{p} & 0
\end{array}\right)\binom{u_{b}}{u_{s}}=0
$$

or

$$
\begin{aligned}
& (E-m) u_{b}-\sigma \mathbf{p} u_{s}=0 \\
& -(E+m) u_{s}+\sigma \mathbf{p} u_{b}=0
\end{aligned}
$$

or

$$
u_{s}=\frac{\sigma \mathbf{p}}{(E+m)} u_{b}
$$

We see that when the particle is at rest the component $u_{s}$ disappears, this component is small, therefor the notation $s=$ small. For the big component we choose the independent spin matrices

$$
u_{b}^{(r)}=\xi^{(r)}, \quad \xi^{(1)}=\binom{1}{0} \quad \xi^{(2)}=\binom{0}{1}
$$

We can now write the normalised solutions

$$
u^{(r)}=\left(\frac{E+m}{2 E}\right)^{\frac{1}{2}}\left(\frac{\boldsymbol{\xi}^{(r)}}{(E+m)} \xi^{(r)}\right)
$$

Note that the solutions depend on the representation.

For $v$ we get in the same way

$$
v^{(r)}=\left(\frac{E+m}{2 E}\right)^{\frac{1}{2}}\binom{\frac{\boldsymbol{\sigma} \mathbf{p}}{(E+m)} \xi^{(r)}}{\xi^{(r)}}
$$

It is easy the show the orthogonality relations

$$
\begin{aligned}
& u^{\dagger(r)}(\mathbf{p}) u^{(s)}(\mathbf{p})=v^{\dagger(r)}(\mathbf{p}) v^{(s)}(\mathbf{p})=\delta_{r s} \\
& u^{\dagger(r)}(\mathbf{p}) v^{(s)}(-\mathbf{p})=0
\end{aligned}
$$

Exercise. Do this!

We will also need the completeness relations when we later on sum over the spin:

$$
\begin{aligned}
& \sum_{r=1}^{2} u_{\alpha}^{(r)}(\mathbf{p}) \bar{u}_{\beta}^{(r)}(\mathbf{p})=\frac{1}{2 E}(\gamma p+m)_{\alpha \beta} \\
& \sum_{r=1}^{2} v_{\alpha}^{(r)}(\mathbf{p}) \bar{v}_{\beta}^{(r)}(\mathbf{p})=\frac{1}{2 E}(\gamma p-m)_{\alpha \beta}
\end{aligned}
$$

These results are independent of the representation.
Exercise. Show these relations by using the Dirac representation. Note that you here have an outer matrix product with

$$
()(\quad)=(\quad)
$$

For small speeds the solutions degenerate into the two spinors, something that we would expect.

## Non-relativistic approximation of the Dirac equation in an electromagnetic field.

In an electromagnetic field $(\Phi, \mathbf{A})$ the Dirac equation for plane waves with fixed energy is

$$
\begin{aligned}
& (E-m-e \Phi) u_{b}-\boldsymbol{\sigma}(\mathbf{p}-e \mathbf{A}) u_{s}=0 \\
& -(E+m-e \boldsymbol{\Phi}) u_{s}+\boldsymbol{\sigma}(\mathbf{p}-e \mathbf{A}) u_{b}=0
\end{aligned}
$$

or, if the small component is eliminated

$$
(E-m) u_{b}=\frac{1}{E+m-e \boldsymbol{\Phi}} \boldsymbol{\sigma} \cdot(\mathbf{p}-e \mathbf{A}) \boldsymbol{\sigma} \cdot(\mathbf{p}-e \mathbf{A}) u_{b}+e \Phi u_{b}
$$

In the denominator we approximate $E \approx m$ and $E-m$ is the non-relativistic energy. Further in the denominator we can assume that the electrostatic energy is much smaller than the rest mass energy. This implies that the non-relativistic Hamiltonian can be written

$$
H_{i r}=\frac{1}{2 m} \boldsymbol{\sigma} \cdot(\mathbf{p}-e \mathbf{A}) \boldsymbol{\sigma} \cdot(\mathbf{p}-e \mathbf{A})+e \Phi
$$

We now use the identity

$$
(\boldsymbol{\sigma} \cdot \mathbf{a})(\boldsymbol{\sigma} \cdot \mathbf{b})=\mathbf{a} \cdot \mathbf{b}+i \boldsymbol{\sigma} \cdot(\mathbf{a} \times \mathbf{b})
$$

Exercise. Show this!

We get

$$
H_{n r}=\frac{1}{2 m}(\mathbf{p}-e \mathbf{A})^{2}+\frac{i}{2 m} \mathbf{s} \cdot(\mathbf{p}-e \mathbf{A}) \times(\mathbf{p}-e \mathbf{A})+e \boldsymbol{\Phi}
$$

Study the expression

$$
(\mathbf{p}-e \mathbf{A}) \times(\mathbf{p}-e \mathbf{A})=\mathbf{p} \times \mathbf{p}+e^{2} \mathbf{A} \times \mathbf{A}-e \mathbf{p} \times \mathbf{A}-e \mathbf{A} \times \mathbf{p}
$$

The first two terms are zero. In the third term we have to remember that the momentum is a differential operator that operates on both the vector potential and the wave function to the right.
We have

$$
(\mathbf{p}-e \mathbf{A}) \times(\mathbf{p}-e \mathbf{A})=+i e(\nabla \times \mathbf{A})+e \mathbf{A} \times \mathbf{p}-e \mathbf{A} \times \mathbf{p}=-i e \mathbf{B}
$$

with $(\mathbf{p}-e \mathbf{A}) \times(\mathbf{p}-e \mathbf{A})=+i e(\nabla \times \mathbf{A})+e \mathbf{A} \times \mathbf{p}-e \mathbf{A} \times \mathbf{p}=-i e \mathbf{B}$
and we get

$$
\begin{aligned}
H_{n r} & =\frac{1}{2 m}(\mathbf{p}-e \mathbf{A})^{2}-\frac{e}{2 m} \mathbf{s} \cdot \mathbf{B}+e \boldsymbol{\Phi}= \\
& =\frac{1}{2 m}(\mathbf{p}-e \mathbf{A})^{2}-2 \frac{e}{2 m} \mathbf{s} \cdot \mathbf{B}+e \boldsymbol{\Phi}
\end{aligned}
$$

We note that we automatically get the term that describes the interaction between the magnetic moment of the electron (due to the spin) and the external magnetic field. In the classical Hamiltonian this is something that we have to add by hand. Further this term is multiplied by a factor 2 which cannot be understood classically but which is required for the theory experimentally. Experimentally the factor (the $g$ factor of the electron) is slightly different from 2 , being

$$
2 \cdot(1+0.00116)
$$

The small difference is explained by quantum electrodynamics.

It is also possible to show (with some difficulty) that the relativistic Hamiltonian does not commute with the angular momentum $\mathbf{L}$ (thus not being a constant of motion) but instead commutes with the total angular momentum $\mathbf{J}=\mathbf{L}+\mathbf{s}$.
Exercise. Show that the Dirac Hamiltonian commutes with $\mathbf{J}=\mathbf{L}+\mathbf{s}$

## The Dirac equation and the hydrogen atom

Using the same technique as in the non-relativistic case we can solve the Dirac equation for a particle in a Coulumb potential. You get two coupled differential equations as you have large and small components. We only give the result of such a calculation. The energy levels are given by

$$
E_{n j}=m\left[1+\frac{Z^{2} e^{2}}{\left[n-\left(j+\frac{1}{2}\right)+\sqrt{\left(j+\frac{1}{2}\right)^{2}-Z^{2} e^{2}}\right]^{2}}\right]^{-\frac{1}{2}}
$$

We note that the degeneracy in $j$ is removed If we Taylor expand in powers of $Z^{2} e^{2}$ we get

$$
E_{n j}=m\left[1-\frac{Z^{2} e^{2}}{2 n^{2}}-\frac{\left(Z^{2} e^{2}\right)^{2}}{2 n^{4}}\left(\frac{n}{j+\frac{1}{2}}-\frac{3}{4}\right)+\ldots\right]
$$

The first term is the rest energy. The second term is identical with what we have in the non-relativistic theory and the following terms give the relativistic corrections. The spectrum will look like this:


We see that the $\mathrm{H}_{\alpha}$ level will have a fine structure consisting of five levels.
Numerically we get

$$
\begin{aligned}
& \Delta E_{0}=10949 \mathrm{MHz}=4.51 \cdot 10^{-5} \mathrm{eV} \\
& \Delta E_{1}=2737 \mathrm{MHz}=1.13 \cdot 10^{-5} \mathrm{eV} \\
& \Delta E_{2}=1019 \mathrm{MHz}=4.20 \cdot 10^{-6} \mathrm{eV}
\end{aligned}
$$

Experimentally you find $\Delta E_{0}=10971.6 \mathrm{MHz}$. You also find that $2 s_{\frac{1}{2}}$ and $2 p_{\frac{1}{2}}$ are not degenerate but differ by 1057.8 MHz the so called Lamb shift. This is due to that the electronic charge causes a vacuum polarisation that results in the $s$ level will feel a stronger Coulumb force. The discrepancy is fully explained by the quantum electrodynamics.

## Difficulties with the Dirac equation

Consider a measurement of the speed in one of the axis directions of a free particle. We use

$$
\left\langle\dot{x}_{k}\right\rangle=i\left\langle\left[H, x_{k}\right]\right\rangle=i\left\langle\alpha_{k}\left[p_{k}, x_{k}\right]\right\rangle=\left\langle\alpha_{k}\right\rangle
$$

From a measurement of the speed we thus expect to find one of the eigenvalues of $\alpha_{k}$. However, it is easy to show that these eigenvalues are $\pm 1= \pm c$. This appears strange. Assume we have a state with definite energy:

$$
\left\langle\dot{\alpha}_{k}\right\rangle=i\left\langle\left[H, \alpha_{k}\right]\right\rangle=i\left\langle 2 p_{k}-2 i \alpha_{k} E\right\rangle
$$

or

$$
\left\langle\alpha_{k}\right\rangle=\left(\left\langle\alpha_{0}\right\rangle-\left\langle\frac{p_{k}}{E}\right\rangle\right) e^{-i E t}+\left\langle\frac{p_{k}}{E}\right\rangle
$$

and thus

$$
\left\langle x_{k}\right\rangle=\left\langle x_{0}\right\rangle+\left\langle\frac{p_{k}}{E}\right\rangle t+i \frac{1}{E}\left(\left\langle\alpha_{0}\right\rangle-\left\langle\frac{p_{k}}{E}\right\rangle\right) e^{-i E t}
$$

The first two terms correspond to the classical motion while the last term describes a vibrational movement (Zitterbewegung) with frequency $\omega \approx E=m c^{2} / \hbar \approx 10^{21} \mathrm{~Hz}$. The uncertainty relations makes that this vibration is not observable unless we give the electron a very large uncertainty in speed. For a speed measurement we have to make two position measurements in sequence. Further it can be shown that the vibrational movement disappears if we let the particle be a superposition of purely positive or negative energy solutions.

A more serious problem is that for the solutions with negative energy, velocity and momentum will be in opposite direction, i.e. they correspond to a particle with negative mass in the non-relativistic limit. The energy spectrum for a free particle looks like this


A good question is then why a particle at rest does not fall down to the negative levels radiating the excess energy as electromagnetic radiation. Dirac suggested the following solution. In what we call vacuum, all the negative energy states are occupied by electrons.
If a singular electron is placed in this vacuum it cannot fall into a negative energy level because of the Pauli exclusion principle. We also redefine the energy such that it is zero for our vacuum, we can do this as we only can measure energy differences. Assume that we have this vacuum and add energy, for instance in the form of electromagnetic radiation. We then can lift an electron from the negative "sea" to a positive energy level. This requires at least $2 m c^{2}$. The electron will leave a hole in the negative sea. This hole will behave as a positive real particle with positive mass and velocity and momentum in the same direction. Conversely, an electron and a hole can disintegrate each other radiating electromagnetic radiation. One problem with Dirac's solution is that the theory stops being a one-particle theory. For instance, we should take into account the interactions between the negative sea electrons. Secondly the theory becomes asymmetric with respect to electrons and positrons. The problem is solved by
introducing quantized fields. We should also note that for the Klein-Gordon equation, that describes particles with spin zero (i.e. bosons) we don't have the Pauli exclusion principle and we cannot use Dirac's solution.

## The Dirac equation and Lorentz transformations

Using different products of gamma matrices we can form 16 linearly independent quantities:

| 1 (the unit matrix) | 1 matrix |
| :--- | :--- |
| $\gamma^{\mu}$ | 4 matrices |
| $\gamma^{\mu} \gamma^{v} \quad(\mu<v)$ | 6 matrices |
| $\gamma^{5} \gamma^{\mu}$ | 4 matrices |
| $\gamma^{5}$ | 1 matrix |

In total 16 matrices as we have $164 \times 4$ matrices.

It is possible to show (with some difficult, see the appendix) that under a Lorentz transformation

| $\bar{\Psi} \Psi$ | is a scalar |
| :--- | :--- |
| $\bar{\Psi} \gamma^{\mu} \Psi$ | transforms as a four-vector |
| $\bar{\Psi} \gamma^{\mu} \gamma^{v} \Psi$ | transforms as a tensor |
| $\bar{\Psi} \gamma^{5} \gamma^{\mu} \Psi$ | transforms as a pseudo four-vector |
| $\bar{\Psi} \gamma^{5} \Psi$ | transforms as a pseudo scalar |

## Computation of traces of gamma matrices

When we sum over the spins in the final stat in reactions involving fermions, we often get sums of the type

$$
\begin{aligned}
& \sum_{\substack{s p i n n \\
r, r^{\prime}=1,2}}\left|\bar{u}_{2, \alpha}{ }^{\left(r^{\prime}\right)} O_{\alpha \lambda} u_{1, \lambda}{ }^{(r)}\right|^{2}=\sum_{\substack{\text { spinn } \\
r, r=1,2}}\left(\bar{u}_{2, \alpha}{ }^{\left(r^{\prime}\right)} O_{\alpha \lambda} u_{1, \lambda}{ }^{(r)}\right)^{\dagger} \bar{u}_{2, \beta}{ }^{\left(r^{\prime}\right)} O_{\beta \sigma} u_{1, \sigma}{ }^{(r)}= \\
& \sum_{\substack{\text { spimn } \\
r, r^{\prime}=1,2}} u_{1, \lambda}{ }^{(r) \dagger} O_{\lambda \alpha}^{\dagger} \gamma^{0 \dagger} u_{2, \alpha}{ }^{\left(r^{\prime}\right)} \bar{u}_{2, \beta}{ }^{\left(r^{\prime}\right)} O_{\beta \sigma} u_{1, \sigma}{ }^{(r)}=\sum_{\substack{\text { spinn } \\
r, r^{\prime}=1,2}} u_{1, \lambda}{ }^{(r) \dagger} \gamma^{0} \gamma^{0} O_{\lambda \alpha}^{\dagger} \gamma^{0 \dagger} u_{2, \alpha}{ }^{\left(r^{\prime}\right)} \bar{u}_{2, \beta}{ }^{\left(r^{\prime}\right)} O_{\beta \sigma} u_{1, \sigma}{ }^{(r)}= \\
& \sum_{\substack{s p i n n \\
r, r^{\prime}=1,2}} \bar{u}_{1, \lambda}{ }^{(r)} \tilde{O}_{\lambda \alpha} u_{2, \lambda}{ }^{\left(r^{\prime}\right)} \bar{u}_{2, \alpha}{ }^{\left(r^{\prime}\right)} O_{\beta \sigma} u_{1, \sigma}=\frac{1}{4 E E^{\prime}}(\gamma p+m)_{\sigma \lambda} \tilde{O}_{\lambda \alpha}\left(\gamma p^{\prime}+m^{\prime}\right)_{\alpha \beta} O_{\beta \sigma}= \\
& \frac{1}{4 E E^{\prime}}\left[(\gamma p+m) \tilde{O}\left(\gamma p^{\prime}+m^{\prime}\right) O\right]_{\sigma \sigma}=\frac{1}{4 E E^{\prime}} \operatorname{Tr}\left[(\gamma p+m) \tilde{O}\left(\gamma p^{\prime}+m^{\prime}\right) O\right]
\end{aligned}
$$

with

$$
\begin{aligned}
& \tilde{O}=\gamma^{0} O^{+} \gamma^{0+}=\gamma^{0} O^{+} \gamma^{0} \\
& =O \quad \text { (in general) }
\end{aligned}
$$

Here $O$ is often a product of gamma matrices. $\operatorname{Tr}[M]$ means the trace of the matrix $M$ and is the sum of its diagonal elements.

Thus we have to compute traces of type

$$
\operatorname{Tr}\left[\gamma^{a} \gamma^{\beta} \ldots\right]
$$

We then have

$$
\begin{aligned}
& \operatorname{Tr}[A B C]=\operatorname{Tr}[C A B] \text { cyclic invariance } \\
& \operatorname{Tr}[\mathbf{1}]=4 \\
& \operatorname{Tr}\left[\gamma^{\mu}\right]=0 \\
& \operatorname{Tr}\left[\gamma^{\mu} \gamma^{v}\right]=4 g^{\mu v} \\
& \operatorname{Tr}\left[\gamma^{\mu} \gamma^{v} \ldots\right]=0 \text { if odd number of gamma matrices } \\
& \operatorname{Tr}\left[\gamma^{\mu} \gamma^{v} \gamma^{\lambda} \gamma^{\rho} \ldots\right]=g^{\mu v} \operatorname{Tr}\left[\gamma^{\lambda} \gamma^{\rho} \ldots\right]-g^{\mu \lambda} \operatorname{Tr}\left[\gamma^{v} \gamma^{\rho} \ldots\right]+g^{\mu \rho} \operatorname{Tr}[\ldots]-\ldots \\
& \operatorname{Tr}\left[\gamma^{5}\right]=\operatorname{Tr}\left[\gamma^{5} \gamma^{\mu}\right]=\operatorname{Tr}\left[\gamma^{5} \gamma^{\mu} \gamma^{v}\right]=\operatorname{Tr}\left[\gamma^{5} \gamma^{\mu} \gamma^{v} \gamma^{\rho}\right]=0 \\
& \operatorname{Tr}\left[\gamma^{5} \gamma^{\mu} \gamma^{v} \gamma^{\rho} \gamma^{\sigma}\right]=i \varepsilon_{\mu \nu \rho \sigma} \\
& \varepsilon_{\mu \nu \rho \sigma}=\left\{\begin{array}{l}
1 \text { if } \mu \nu \rho \sigma \text { is a cyclic permutation of } 0123 \\
-1 \text { otherwise }
\end{array}\right.
\end{aligned}
$$

Exercise: Show these relations!
Exercise. Compute $\operatorname{Tr}\left[(\gamma p+m)\left(1-\gamma^{5}\right) \gamma p^{\prime}\left(1+\gamma^{5}\right)\right]$

## Particles with zero mass. The high energy representation

We can represent the gamma matrices by

$$
\gamma^{0}=\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \quad \gamma^{i}=\left(\begin{array}{cc}
0 & -\sigma_{i} \\
\sigma_{i} & 0
\end{array}\right) \quad \gamma^{5}=\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
$$

Exercise. Show that this representation has the correct commutation relations.

Consider the Dirac equation for plane waves

$$
(\not p-m) u=0
$$

Assume

$$
u=\binom{\phi_{R}}{\phi_{L}}
$$

where $R$ and $L$ stand "right" and "left". This notation is motivated later on.

This gives

$$
\left(\begin{array}{cc}
-m & E+\sigma \mathbf{p} \\
E-\sigma \mathbf{p} & -m
\end{array}\right)\binom{\phi_{R}}{\phi_{L}}
$$

or

$$
\begin{aligned}
& m \phi_{R}=(E+\sigma \mathbf{p}) \phi_{L} \\
& (E-\sigma \mathbf{p}) \phi_{R}=m \phi_{L}
\end{aligned}
$$

We see that if the mass is small and the speed large, in the first equation

$$
\phi_{R} \gg \phi_{L} \text { if } \sigma \mathbf{n}=1
$$

and in the second equation

$$
\phi_{R} \ll \phi_{L} \text { if } \boldsymbol{\sigma} \mathbf{n}=-1
$$

Now put the mass to zero whereby the equations decouple and we get

$$
\begin{aligned}
& \left(1+\frac{\boldsymbol{\sigma} \mathbf{p}}{E}\right) \phi_{L}=0 \\
& \left(1-\frac{\boldsymbol{\sigma} \mathbf{p}}{E}\right) \phi_{R}=0
\end{aligned}
$$

Now put the quantization axis (z) along the direction of movement of the particle, this describes the helicity of the particle

$$
\begin{aligned}
& \sigma_{z} \phi_{L}=-\phi_{L} \\
& \sigma_{z} \phi_{R}=\phi_{R}
\end{aligned}
$$

Nature chooses the two following possibilities:
Particle $\sigma_{z}=-1$, the spin is antiparallel to the direction of movement

$$
\binom{0}{\phi_{L}} \text {, left-handed particle }
$$

Antiparticle $\sigma_{z}=+1$, the spin is parallel to the direction of movement

$$
\binom{\phi_{R}}{0} \text {, right-handed particle }
$$

We can define a projection operator that projects the particle out of a "mixture"

$$
\frac{1}{2}\left(1-\gamma^{5}\right)\binom{\phi_{R}}{\phi_{L}}=\left(\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right)\binom{\phi_{R}}{\phi_{L}}=\binom{0}{\phi_{L}}
$$

A massless particle always appears in the combination

$$
\left(1-\gamma^{5}\right) u
$$

From the reasoning above we see that an electron (particle) with an energy large compared to its rest mass will be mostly left-handed (and a positron will be mostly right-handed). We can illustrate this by looking at the decay of a $\pi$ meson in an electron and an electron neutrino. The $\pi$ meson has spin zero and the decay due to momentum conservation looks like this in the rest system of the $\pi$ meson


Both particles must be right-handed. This is only possible if the electron due to its mass has a right-handed component. More about this in an appendix.

## More about particle-antiparticle

Study the Dirac equation

$$
\left(\gamma^{\mu}\left(i \partial_{\mu}-e A_{\mu}\right)-m\right) \Psi=0
$$

We could as well have started with particles with opposite charge and the got the equation

$$
\left(\gamma^{\mu}\left(i \partial_{\mu}+e A_{\mu}\right)-m\right) \Psi_{C}=0
$$

Now start with a complex conjugate of the first equation

$$
\left(\gamma^{* \mu}\left(-i \partial_{\mu}-e A_{\mu}\right)-m\right) \Psi^{*}=0
$$

Define the operator

$$
C=i \gamma^{2} \gamma^{0}
$$

with

$$
C=-C^{-1}=-C^{\dagger}=-C^{T}
$$

and

$$
C^{-1} \gamma^{\mu} C=-\gamma^{T \mu}
$$

## Exercise: Show this!

## Further

$$
\left(C \gamma^{0}\right) \gamma^{\mu^{*}}\left(C \gamma^{0}\right)^{-1}=-\gamma^{\mu}
$$

Using this in the complex conjugate equation gives

$$
C \gamma^{0}\left(\gamma^{* \mu}\left(-i \partial_{\mu}-e A_{\mu}\right)-m\right)\left(C \gamma^{0}\right)^{-1} C \gamma^{0} \Psi^{*}=0
$$

or

$$
\left(\gamma^{\mu}\left(i \partial_{\mu}+e A_{\mu}\right)-m\right) C \gamma^{0} \Psi^{*}=0
$$

or

$$
\left(\gamma^{\mu}\left(i \partial_{\mu}+e A_{\mu}\right)-m\right) C \bar{\Psi}^{T}=0
$$

From this we see

$$
\Psi_{C}=C \bar{\Psi}^{T}
$$

Consider the negative energy solution for an electron with spin down, moving along the positive $x$ axis

$$
\Psi=N\binom{\frac{\sigma_{z} p}{E+m} \xi^{-}}{\xi^{-}} e^{i p x}=N\binom{-\frac{p}{E+m} \xi^{-}}{\xi^{-}} e^{i p x}
$$

We then have

$$
\left.\begin{array}{l}
\Psi_{C}=C \gamma^{0} \Psi^{*}=i \gamma^{2} \Psi^{*}=i N\left(\begin{array}{cc}
0 & \sigma_{2} \\
-\sigma_{2} & 0
\end{array}\right)\left(-\frac{p}{E+m} \xi^{-}\right. \\
\xi^{-}
\end{array}\right) e^{-i p x}=\left\{\begin{array}{c}
\sigma_{2} \xi^{-} \\
\frac{p}{E+m} \sigma_{2} \xi^{-}
\end{array}\right) e^{-i p x}=i N\binom{-i \xi^{+}}{-i \frac{p}{E+m} \xi^{+}} e^{-i p x}=N\binom{\xi^{+}}{\frac{p}{E+m} \xi^{+}} e^{-i p x} .
$$

Obviously this corresponds to a solution to the charge conjugated Dirac equation i.e. a positron with spin up and positive energy. In the exponent there is switch $p \rightarrow-p$.

In a diagram form we can thus describe all these interactions with the same diagram and interpret an incoming particle as an outgoing antiparticle and vice versa.


## Appendix. Proof of transformation properties

Define

$$
\gamma_{\mu} \equiv g_{\mu \nu} \gamma^{v}
$$

Obviously

$$
\gamma_{\mu}=\left[\gamma^{\mu}\right]^{-1}
$$

We now form the sixteen canonical matrix products of the gamma matrices.
We have then the following facts (true by inspection):

A product of two of these matrices will always give back a canonical matrix except for a sign or $i$.

$$
\gamma^{A} \gamma^{B}=\lambda \gamma^{C} \quad \lambda= \pm 1, \pm i
$$

We realise

$$
\gamma_{B} \gamma_{A}=\frac{1}{\lambda} \gamma_{C}
$$

Further

$$
\operatorname{Tr}\left[\gamma^{A}\right]= \begin{cases}4 & \text { if } \gamma^{A}=\mathbf{1} \\ 0 & \text { otherwise }\end{cases}
$$

As the matrices are linearly independent, any $4 \times 4$ matrix $M$ can be written

$$
M=\sum_{A=1}^{16} m_{A} \gamma^{A} \quad \text { with } \quad m_{A}=\frac{1}{4} \operatorname{Tr}\left[\gamma_{A} M\right]
$$

Exercise: Show this.

If $\left[M, \gamma^{\mu}\right]=0 \quad(\mu=1 . .4) \quad \Rightarrow\left[M, \gamma^{A}\right]=0 \quad A=1 . .16$ then $M$ is a multiple of the unit matrix.

Fundamental theorem. Let $\gamma^{\mu}$ and $\hat{\gamma}^{\mu}$ be two sets of $4 \times 4$ matrices that fulfil the ordinary commutation relations for gamma matrices. Then there is a non-singular matrix, $S$, such that

$$
\gamma^{\mu}=S \hat{\gamma}^{\mu} S^{-1}
$$

Form two sets of canonical matrices by multiplying the gamma matrices in the same way. Define

$$
S=\sum_{A} \hat{\gamma}^{A} F \gamma_{A} \text { with } F \text { an arbitrary } 4 \times 4 \text { matrix. }
$$

Then

$$
\hat{\gamma}^{B} S \gamma_{B}=\sum_{A} \hat{\gamma}^{B} \hat{\gamma}^{A} F \gamma_{A} \gamma_{B}=\sum_{C} \lambda_{C} \hat{\gamma}^{C} F \gamma_{C} \frac{1}{\lambda_{C}}=S
$$

that is the searched relation.

We now have to show that the inverse exists. Form

$$
T=\sum_{A} \gamma^{A} G \hat{\gamma}_{A}, \quad G \text { arbitrary }
$$

As earlier we have

$$
\begin{aligned}
\gamma^{B} T & =T \hat{\gamma}_{B} \text { that implies } \\
\gamma^{B} T S & =T S \gamma^{B}
\end{aligned}
$$

Thus TS commutes with arbitrary gamma matrices and is then a multiple of the unit matrix.

$$
T S=c \cdot \mathbf{1}
$$

Take the trace of both sides

$$
c=\frac{1}{4} \operatorname{Tr}[T S]=\frac{1}{4} \sum_{A} \sum_{B} \operatorname{Tr}\left[\gamma^{A} G \hat{\gamma}_{A} \hat{\gamma}^{B} F \gamma_{B}\right]=\frac{1}{4} \operatorname{Tr}\left[G \sum_{A} \sum_{B} \hat{\gamma}_{A} \hat{\gamma}^{B} F \gamma_{B} \gamma^{A}\right]=4 \operatorname{Tr}[G S]
$$

Thus we can choose $F$ such that $S$ has at least one element different from zero 1 . We then can choose $G$ such that $c=1$.

Exercise. Determine $a$ and $b$ in $\gamma^{\prime \mu}=\left(a-i b \gamma^{5}\right) \gamma^{\mu}$ such that $\left\{\gamma^{\prime \mu}, \gamma^{\prime \nu}\right\}=2 \cdot \mathbf{1} \cdot g^{\mu \nu}$. Also determine an $S$, such that $\gamma^{\prime \mu}=S^{-1} \gamma^{\mu} S$

Now study the Dirac equation

$$
\left(i \gamma^{\mu} D_{\mu}-m\right) \Psi(x)=0
$$

We make a Lorentz transformation that transforms the coordinates and retains the sign of the time component.

$$
x^{\prime}=L x \quad x=L^{-1} x^{\prime}
$$

Under this transformation $D_{\mu}$ is transformed like a covariant vector

$$
D_{\mu}=\Omega^{v}{ }_{\mu} D_{v}^{\prime}
$$

We get

$$
\left(i \gamma^{\mu} \Omega^{v}{ }_{\mu} D_{v}^{\prime}-m\right) \Psi\left(\mathrm{L}^{-1} x^{\prime}\right)=0
$$

Introduce

$$
\hat{\gamma}^{v}=\gamma^{\mu} \Omega^{v}{ }_{\mu}
$$

These matrices can easily be shown to have the canonical commutation realations. i.e.

$$
\begin{equation*}
\hat{\gamma}^{v}=\gamma^{\mu} \Omega^{v}{ }_{\mu}=\Lambda^{-1} \gamma^{v} \Lambda \tag{**}
\end{equation*}
$$

with $\Lambda$ non-singular. Using the Dirac equation and multiply by $\Lambda$ from the left we get

$$
\left(i \gamma^{\mu} D_{\mu}^{\prime}-m\right) \Psi^{\prime}\left(x^{\prime}\right)=0
$$

with $\Psi^{\prime}\left(x^{\prime}\right)=\Lambda \Psi\left(\mathrm{L}^{-1} x^{\prime}\right)$

We will soon need the complex conjugated $\Lambda$ thus we complex conjugate ( ${ }^{* *}$ ), the elements of the transformation tensor are real,

$$
\gamma^{\dagger \mu} \Omega^{v}{ }_{\mu}=\Lambda^{\dagger} \gamma^{\dagger v} \Lambda^{-1^{\dagger}}
$$

or

$$
\gamma^{0} \gamma^{\mu} \gamma^{0} \Omega^{v}{ }_{\mu}=\gamma^{0} \Lambda^{-1} \gamma^{v} \Lambda \gamma^{0}=\Lambda^{\dagger} \gamma^{0} \gamma^{v} \gamma^{0} \Lambda^{-11^{\dagger}}
$$

Multiply from the left by $\Lambda \gamma^{0}$ and from the right by $\Lambda^{\dagger} \gamma^{0}$, this gives

$$
\left[\gamma^{v}, \Lambda \gamma^{0} \Lambda^{\dagger} \gamma^{0}\right]=0
$$

i.e.

$$
\Lambda \gamma^{0} \Lambda^{+} \gamma^{0}=c \cdot 1 \quad \text { or } \quad \Lambda^{\dagger}=c \cdot \gamma^{0} \Lambda^{-1} \gamma^{0}
$$

We now show that $c$ real and positive. Form

$$
\Lambda^{\dagger} \Lambda=c \cdot \gamma^{0} \Lambda^{-1} \gamma^{0} \Lambda=c \cdot\left(\Omega^{0}{ }_{0}+\sum_{k} \gamma^{0} \gamma^{k} \Omega^{0}{ }_{k}\right)
$$

Take the trace of both sides

$$
\operatorname{Tr}\left[\Lambda^{\dagger} \Lambda\right]=4 c \cdot \Omega^{0}{ }_{0}
$$

The left member is necessarily real and positive implying that $c>0$.
We can now always rescale $\Lambda$ such that $c=1$.

Finally

$$
\bar{\Psi}^{\prime}\left(x^{\prime}\right)=\Psi^{\prime \dagger}\left(x^{\prime}\right) \gamma^{0}=\Psi^{\dagger}(x) \Lambda^{\dagger} \gamma^{0}=\Psi^{\dagger}(x) \gamma^{0} \gamma^{0} \Lambda^{\dagger} \gamma^{0}=\bar{\Psi}^{\dagger}(x) \Lambda^{-1}
$$

Evidently

$$
\begin{aligned}
& \bar{\Psi}^{\prime}\left(x^{\prime}\right) \Psi^{\prime}\left(x^{\prime}\right)=\bar{\Psi}(x) \Psi(x) \text { invariant } \\
& \bar{\Psi}^{\prime}\left(x^{\prime}\right) \gamma^{\mu} \Psi^{\prime}\left(x^{\prime}\right)=\bar{\Psi}(x) \Lambda^{-1} \gamma^{\mu} \Lambda \Psi(x)=\Omega^{\mu}{ }_{v} \bar{\Psi}(x) \gamma^{v} \Psi(x) \text { a vector } \\
& \bar{\Psi}^{\prime}\left(x^{\prime}\right) \gamma^{5} \Psi^{\prime}\left(x^{\prime}\right)=\bar{\Psi}(x) \Lambda^{-1} \gamma^{5} \Lambda \Psi(x)= \\
& \quad i \Omega^{0}{ }_{\mu} \Omega^{0}{ }_{v} \Omega^{0}{ }_{\rho} \Omega^{0}{ }_{\sigma}{ }_{\sigma} \bar{\Psi}(x) \gamma^{\mu} \gamma^{v} \gamma^{\rho} \gamma^{\sigma} \Psi(x)=\operatorname{det}(\Omega) \bar{\Psi}(x) \gamma^{5} \Psi(x)
\end{aligned}
$$

pseudo scalar
and so on.

Exercise. Show that for a space inversion $(\mathbf{r} \rightarrow-\mathbf{r}), \Lambda= \pm \gamma^{0}$

## What is $\Lambda$ explicitly?

Consider the Lorentz transformation

$$
\begin{aligned}
& x^{\prime \mu}=\Omega^{\mu}{ }_{v} x^{v} \quad x_{\mu}^{\prime}=\Omega_{\mu}{ }^{2} x_{\lambda} \\
& x^{\prime \mu} x_{\mu}^{\prime}=\Omega^{\mu}{ }_{v} \Omega_{\mu}{ }^{\lambda} x^{v} x_{\lambda}=x^{\lambda} x_{\lambda} \Rightarrow \Omega^{\mu}{ }_{\nu} \Omega_{\mu}{ }^{\lambda}=\delta_{v}^{\lambda}
\end{aligned}
$$

Consider an infinitesimal Lorentz transformation

$$
\Omega^{\mu}{ }_{v}=\delta_{v}^{\mu}+\varepsilon^{\mu}{ }_{v} \quad \Omega_{\mu}{ }^{\lambda}=\delta_{\mu}^{\lambda}+\varepsilon_{\mu}{ }^{\lambda}
$$

Now

$$
\Omega^{\mu}{ }_{v} \Omega_{\mu}^{\lambda}=\delta_{v}^{\lambda}=\left(\delta_{v}^{\mu}+\varepsilon^{\mu}{ }_{v}\right)\left(\delta_{\mu}^{\lambda}+\varepsilon_{\mu}{ }^{\lambda}\right)=\delta_{v}^{\lambda}+\varepsilon^{\lambda}{ }_{v}+\varepsilon_{v}{ }^{\lambda}
$$

This implies

$$
\varepsilon_{v}^{\lambda}+\varepsilon_{v}{ }^{\lambda}=0, \quad \varepsilon_{\lambda v}=-\varepsilon_{v \lambda} \quad \text { antisymmetric }
$$

We now use

$$
\gamma^{\mu} \Omega_{\mu}^{v}=\Lambda^{-1} \gamma^{v} \Lambda
$$

Let
$\Lambda=1+\varepsilon_{\rho \sigma} T^{\rho \sigma}$ where $T^{\rho \sigma}$ has to be antisymmetric
Insertion gives

$$
\begin{aligned}
& \gamma^{\mu}\left(\delta_{\mu}^{v}+\varepsilon^{v}{ }_{\mu}\right)=\left(1-\varepsilon_{\rho \sigma} T^{\rho \sigma}\right) \gamma^{v}\left(1+\varepsilon_{\rho \sigma} T^{\rho \sigma}\right) \\
& \gamma^{\mu} \varepsilon^{v}{ }_{\mu}=\gamma^{\sigma} \varepsilon_{\rho \sigma} g^{v \rho}=\left[\gamma^{v}, \varepsilon_{\rho \sigma} T^{\rho \sigma}\right]
\end{aligned}
$$

As the infinitesimal Lorentz transformation is arbitrary we

$$
\gamma^{\sigma} g^{\nu \rho}=\left[\gamma^{v}, T^{\rho \sigma}\right]
$$

We switch summation index $\rho \leftrightarrow \sigma$ and get

$$
\gamma^{\rho} g^{v \sigma}=\left[\gamma^{v}, T^{\sigma \rho}\right]=-\left[\gamma^{v}, T^{\rho \sigma}\right]
$$

Subtract and divide by 2

$$
\frac{1}{4}\left(\gamma^{\sigma} 2 g^{v \rho}-\gamma^{\rho} 2 g^{v \sigma}\right)=\left[\gamma^{\nu}, T^{\rho \sigma}\right]
$$

Use the commutation relations for the gamma matrices

$$
\frac{1}{4}\left(\gamma^{\sigma} \gamma^{v} \gamma^{\rho}+\gamma^{\sigma} \gamma^{\rho} \gamma^{v}-\gamma^{\rho} \gamma^{v} \gamma^{\sigma}-\gamma^{\rho} \gamma^{\sigma} \gamma^{v}\right)=\left[\gamma^{v}, T^{\rho \sigma}\right]
$$

or

$$
\frac{1}{4}\left(-\gamma^{\sigma} \gamma^{\rho} \gamma^{v}+\gamma^{\sigma} 2 g^{\nu \rho}+\gamma^{\sigma} \gamma^{\rho} \gamma^{v}+\gamma^{v} \gamma^{\rho} \gamma^{\sigma}-\gamma^{\sigma} 2 g^{\nu \rho}-\gamma^{\rho} \gamma^{\sigma} \gamma^{v}\right)=\left[\gamma^{v}, T^{\rho \sigma}\right]
$$

or

$$
\left[\gamma^{\nu}, T^{\rho \sigma}-\frac{1}{4} \gamma^{\rho} \gamma^{\sigma}\right]=0
$$

This implies

$$
T^{\rho \sigma}=\frac{1}{4} \gamma^{\rho} \gamma^{\sigma}+c^{\rho \sigma}
$$

or

$$
\Lambda=1+\frac{1}{4} \varepsilon_{\rho \sigma} \gamma^{\rho} \gamma^{\sigma}+c, \quad c=\varepsilon_{\rho \sigma} c^{\rho \sigma}
$$

The number $c$ can be shown to be zero by using the expression for the hermit conjugated $\Lambda$ giving that $c$ is purely imaginary. This corresponds to an arbitrary phase in the wave function and can be chosen to be zero.

Now study an infinitesimal Lorentz transformation along the negative 1 axis.

$$
\begin{aligned}
& \varepsilon^{1}{ }_{0}=\varepsilon, \quad \varepsilon_{10}=-\varepsilon \\
& \Lambda=1+\frac{1}{2} \varepsilon \gamma^{0} \gamma^{1}
\end{aligned}
$$

For a finite transformation we have

$$
\Lambda=e^{t \zeta \gamma^{0} \gamma^{1}}=\cosh \frac{\zeta}{2}+\gamma^{0} \gamma^{1} \sinh \frac{\zeta}{2}
$$

From the expression for the Lorentz transformation we have that

$$
\cosh \zeta=\gamma=\frac{1}{\sqrt{1-v^{2}}} \quad \sinh \zeta=v \gamma=\frac{v}{\sqrt{1-v^{2}}}
$$

By using

$$
\begin{aligned}
& \cosh \frac{\zeta}{2}=\frac{1}{\sqrt{2}} \sqrt{\cosh \zeta+1} \\
& \sinh \frac{\zeta}{2}=\frac{1}{\sqrt{2}} \sqrt{\cosh \zeta-1}
\end{aligned}
$$

we can write

$$
\Lambda=\frac{1}{\sqrt{2}} \frac{1}{\sqrt{\gamma+1}}\left(\gamma+1+\gamma^{0} \gamma^{1} \sqrt{\gamma^{2}-1}\right)=\frac{\sqrt{E+m}}{\sqrt{2 m}}\left(1+\gamma^{5} \frac{\sigma \mathbf{p}}{E+m}\right)
$$

Now consider the normalized wave function of an electron at rest

$$
\Psi=\frac{1}{\sqrt{V_{0}}}\binom{\xi}{0} e^{-i m t}
$$

By a Lorentz transformation this is changed to

$$
\begin{aligned}
& \Psi=\frac{1}{\sqrt{V_{0}}}\binom{\xi}{0} e^{-i m t} \rightarrow \frac{1}{\sqrt{V_{0}}} \Lambda\binom{\xi}{0} e^{-i p x}= \\
& \frac{1}{\sqrt{V}} \sqrt{\frac{V}{V_{0}}} \frac{\sqrt{E+m}}{\sqrt{2 m}}\binom{\xi}{\frac{\sigma \mathbf{p}}{E+m} \xi} e^{-i p x}= \\
& \frac{1}{\sqrt{V}} \frac{\sqrt{E+m}}{\sqrt{2 E}}\binom{\xi}{\frac{\sigma \mathbf{p}}{E+m} \xi} e^{-i p x}
\end{aligned}
$$

where we have used that the normalization volume shrinks uner a Lorentz transformation.

Under a rotation around for instance the $y$ axis we have

$$
\Lambda=e^{\frac{\varphi}{\gamma^{3} \gamma^{1}}}=\cos \frac{\varphi}{2}+i \sigma_{2} \sin \frac{\varphi}{2}
$$

An $360^{\circ}$ rotation gives $\Lambda=-1$, typically for spin $1 / 2$ particles.

## Appendix. Weak decay of $\pi$ mesons

Consider the decays

$$
\pi^{-} \rightarrow\left\{\begin{array}{l}
e^{-}+\bar{v}_{e} \\
\mu^{-}+\bar{v}_{\mu}
\end{array}\right.
$$

Intuitively we would expect the first decay to be much more probable than the second one as we have more accessible energy. Experimentally we find that the probability ratio between the two reactions is of order $1 / 10000$.

We want to describe the decay by a weak current that we assume couples universally to leptons. We work in the momentum space. The four-momentum of the $\pi$ meson is $P$, that of the lepton is $p$, and that of the neutrino is $q$. The current is given by

$$
\bar{u}_{l} \gamma^{\mu}\left(1-\gamma^{5}\right) u_{v}
$$

where we have projected out the left-handed part of the lepton.

The only possible Lorentz invariant coupling we can make with the $\pi$ meson is

$$
P_{\mu} \bar{u}_{l} \gamma^{\mu}\left(1-\gamma^{5}\right) u_{v}=\bar{u}_{l}(p+q) \gamma\left(1-\gamma^{5}\right) u_{v}=m \bar{u}_{l}\left(1-\gamma^{5}\right) u_{v}
$$

where we have used the momentum conservation and the Dirac equation for the lepton (mass $m$ ) and the neutrino (mas=0). We then have the matrix element for the decay (except for uninteresting factors)
Note. Strictly we should use the standard model where the coupling also includes the propagator of the W boson and a coupling constant proportional to the electron charge. However, due to the large mass of the W boson, at low energies we can include this propagator in an effective weak coupling constant that is the same irrespective if the lepton type.

In the quark model this corresponds to the following "Feynman diagram":


We square the matrix element and sum over the spins of the lepton and the neutrino.

$$
\left.\sum_{s p i n n} K f|T| i\right\rangle\left.\right|^{2} \propto m^{2} \operatorname{Tr}\left[(\gamma p+m)\left(1-\gamma^{5}\right) \gamma q\right] \propto m^{2} \frac{E+|\mathbf{p}|}{E}
$$

we now sum over all final states and do this in the rest system of the pion.

$$
\left.\frac{\delta w}{\delta t} \propto \int d^{3} p d^{3} q \delta(P-p-q) \sum_{\text {spinn }}|\langle f| T| i\right\rangle\left.\right|^{2}
$$

We perform the integration over $q$ using the tree-dimensional delta function ( $M=$ the mass of the $\pi$ meson)

$$
\left.\frac{\delta w}{\delta t} \propto \int d|\mathbf{p}| \mathbf{p}^{2} d \Omega_{e} \delta\left(M-\sqrt{\mathbf{p}^{2}+m^{2}}-|\mathbf{p}|\right) \sum_{\text {spinn }} K f|T| i\right\rangle\left.\right|^{2}
$$

Introduce $E^{\prime}=|\mathbf{p}|+\sqrt{\mathbf{p}^{2}+m^{2}}$

$$
d E^{\prime}=\left(\frac{|\mathbf{p}|}{E}+1\right) d|\mathbf{p}| \Rightarrow d|\mathbf{p}|=d E^{\prime} \frac{E}{E+|\mathbf{p}|} \text { We now can integrate over the delta }
$$

function in energy and over the angular part (only giving $4 \pi$ ):

$$
\frac{\delta w}{\delta t} \propto m^{2} \mathbf{p}^{2} \propto m^{2}\left(M^{2}-m^{2}\right)^{2}
$$

For the reaction ratio we get $R=\frac{m_{e}^{2}\left(M^{2}-m_{e}^{2}\right)^{2}}{m_{\mu}^{2}\left(M^{2}-m_{\mu}^{2}\right)^{2}} \approx 1.3 \cdot 10^{-4}$ quite in accordance with experiment.

We can also now understand why the electronic decay is supressed by some handwaving argument. The electron has a much smaller mass than the muon, As a particle is is then much more left-handed than the muon. But only the right-handed part can
interact in the reaction. With its large mass the muon is almost at rest and is more or less equally left- and right-handed.

## Appendix. Local gauge invariance

The Lagrangian density for a free Dirac particle is given by

$$
L=i \partial_{\mu} \bar{\Psi} \gamma^{\mu} \Psi+m \bar{\Psi} \Psi
$$

Using Lagrange's equations

$$
\partial_{\mu} \frac{\partial L}{\left(\partial_{\mu} \bar{\Psi}\right)}-\frac{\partial L}{\partial \bar{\Psi}}=0
$$

we get the Dirac equation:

$$
\partial_{\mu}\left(i \gamma^{\mu} \Psi\right)-m \Psi=\left(i \gamma^{\mu} \partial_{\mu}-m\right) \Psi=0
$$

A local gauge transformation is a transformation where we do the replacement

$$
\Psi \rightarrow \Psi e^{i q \Lambda(x)}, \bar{\Psi} \rightarrow \bar{\Psi} e^{-i q \Lambda(x)}
$$

It is easily seen the the Lagrangian above is not invariant under such a transformation because of the coordinate dependence on the gauge function $\Lambda$
Exercise. Show this.
However, if we replace the derivative according to

$$
\partial_{\mu} \rightarrow D_{\mu}=\partial_{\mu}-i q A_{\mu}
$$

the covariant derivative, the new Lagrangian is invariant under a local gauge transformation provided that the vector field $A_{\mu}$ transforms according to

$$
A_{\mu} \rightarrow A_{\mu}+\partial_{\mu} \Lambda
$$

Proof:

$$
\begin{aligned}
& L=i D_{\mu} \bar{\Psi} \gamma^{\mu} \Psi+m \bar{\Psi} \Psi=i\left(\partial_{\mu}-i q A_{\mu}\right) \bar{\Psi} \gamma^{\mu} \Psi+m \bar{\Psi} \Psi \\
& L \rightarrow i \bar{\Psi} e^{-i \Lambda q} \gamma^{\mu} e^{+i \Lambda q}\left(i q \Psi \partial_{\mu} \Lambda+\partial_{\mu} \Psi-i q A_{\mu} \Psi-i q \Psi \partial_{\mu} \Lambda\right)+m \bar{\Psi} \Psi
\end{aligned}
$$

We see that the offending derivative of $\Lambda$ disappears and thus the new Lagrangian is invariant.

The Dirac equation derived from the modified Lagrangian is then

$$
\left(i \gamma^{\mu} D_{\mu}-m\right) \Psi=\left(i \gamma^{\mu}\left(\partial_{\mu}-i q A_{\mu}\right)-m\right) \Psi=0
$$

The extra term in the Lagrangian is an interaction term between the electron and the vector field $-q \bar{\Psi} \gamma^{\mu} \Psi A_{\mu}$. We have earlier seen that $\bar{\Psi} \gamma^{\mu} \Psi$ is the (four-dimensional) probability current so with the identification $q=e$ we identify the quantity $J^{\mu}=-e \bar{\Psi} \gamma^{\mu} \Psi$ with the electrical current and $A_{\mu}$ with the electromagnetic field. We can add a term to generate the differential equation for the electromagnetic field

$$
\frac{1}{4} F^{\mu \nu} F_{\mu \nu}, \quad F^{\mu \nu}=\partial^{\mu} A^{\nu}-\partial^{\nu} A^{\mu}
$$

The equation for the electromagnetic field will be

$$
\partial^{\mu} \partial_{\mu} A^{v}=\square A^{v}=J^{v}
$$

that is precisely the equation you get from Maxwell's equations.

Local gauge invariance generates precisely the correct interaction between the electron and the electromagnetic field.

