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Abstract. A second workshop on small $x$ physics, within the Small $x$ Collaboration, was held in Lund in June 2002 with the aim of over-viewing recent theoretical progress in this area and summarizing the experimental status.

This paper is dedicated to the memory of Jan Kwieciński, who died unexpectedly on August 29, 2003.
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1 Introduction

This paper is a summary of the 2nd workshop on small-$x$ parton dynamics held in Lund in the beginning of June 2002. During two days we went through a number of theoretical, phenomenological as well as experimental aspects of small-$x$ physics in short talks and long discussions. Whereas our first workshop in 2001 and the resulting summary paper [1] was dedicated to a general survey and discussion of small-$x$ physics in order to identify the most pending questions, we concentrate here on those aspects, where progress has been made, as well as on a more detailed discussion and some aspects of the experimental situation. For a general introduction to small-$x$ physics and the small-$x$ evolution equations, as well as tools for calculation in terms of Monte Carlo programs, we refer the reader to [1].

With the successful completion of the two full hadron level Monte Carlo programs LDCMC [2–5] and CASCADE [6,7], the necessary tools were provided for detailed studies both on a theoretical and phenomenological level as well as for detailed comparison with experimental data and the usage in the experimental groups at HERA and elsewhere. Since then they have been used in very different areas, like jet production and heavy flavor physics. The small-$x$ improved unintegrated parton densities obtained from CCFM evolution implemented in the Monte Carlo generators have been proven to be a very powerful tool in describing experimental data as well as for estimating the effect of higher order corrections. For example only by also applying the CASCADE Monte Carlo in the extraction of $F_2$ and in the calculation of bottom production at HERA, it was recognized that the extrapolation from the measured visible range to the total cross section is dangerous and introduces large model dependencies. Now, in the area of bottom production, the visible cross sections are in reasonable agreement both with calculations applying $k_{T}$-factorization with CCFM evolved unintegrated gluon density as well as with NLO calculations in the collinear approach. This shows the importance of applying alterna-
tive approaches even when extracting experimental measurements.

This paper is organized as follows: First we discuss in more detail the definition of unintegrated gluon densities, as well as the question on gauge invariance of parton densities in general and especially of the $k_\perp$-factorization approach. In the following section we discuss results and problems in theoretical applications of the unintegrated parton distribution functions, different parameterizations, the scale in $\alpha_s$, the role of the non-singular terms in the $g \to gg$ splitting function, saturation and the effects of energy momentum conservation in the BFKL equation. The section also contains a discussion of polarized unintegrated distributions, polarization effects and color octet contributions in $J/\psi$ meson production. The second part of this paper deals with experimental investigations of small-$x$ effects and with the question, whether and where deviations from the collinear approach can be established, and whether a sign for a new evolution scheme like BFKL/CCFM/LDC has already been seen. We end this paper with an outlook and a definition of the next steps and goals.

2 $k_\perp$ - factorization formalism

The DGLAP [8–11] evolution treats successive parton emissions which are strongly ordered in virtuality and resums the resulting large logarithms of ratios of subsequent virtualities. Because of the strong ordering of virtualities, the virtuality of the parton entering the hard scattering matrix element can be neglected (treated collinear with the incoming hadron) compared to the large scale $Q^2$.

At very high energies, it is believed that the theoretically correct description is given by the BFKL [12–14] evolution. Here, each emitted gluon is assumed to take a large fraction, $1 - z_{1/z \to 0}$ of the energy of the propagating gluon, and large logarithms of $1/z$ are summed up to all orders.

The CCFM [15–18] evolution equation resums also large logarithms of $1/(1 - z)$ in addition to the $1/z$ ones. Furthermore it introduces angular ordering of emissions to correctly treat gluon coherence effects. In the limit of asymptotic energies, it is almost equivalent to BFKL [19–21], but also similar to the DGLAP evolution for large $x$ and high $Q^2$. The cross section is $k_\perp$-factorized into an off-shell matrix element convoluted with an unintegrated parton density (uPDF), which now also contains a dependence on the maximum angle $\Xi$ allowed in emissions. This maximum allowed angle $\Xi$ is defined by the hard scattering quark box, producing the (heavy) quark pair and also defines the scale for which parton emissions are factorized into the uPDF.

The original CCFM splitting function is given by:

$$\ln \Delta_{ns}(z_i, q_i^2, k_{\perp i}) = - \int_{z_i}^{1} \frac{dz'}{z'} \int \frac{dq^2}{q^2} \frac{\alpha_s}{q^2} \cdot \Theta(k_{\perp i} - q) \Theta(q - z' q_i)$$

$$- \int_{z_i}^{1} \frac{dz'}{z'} \int (z_i q_i^2)^{k_{\perp i}} \frac{dq^2}{q^2} \frac{\alpha_s}{q^2}$$

(2)

The angular ordering condition is given by:

$$z_{i-1} q_{i-1} < q_i$$

(4)

where the rescaled transverse momenta $q_i$ of the emitted gluons is defined by:

$$q_i = \frac{p_{\perp i}}{1 - z_i}$$

(5)

Here $z_i = x_i / x_{i-1}$ is the ratio of the energy fractions in the branching $(i - 1) \to i$ and $p_{\perp i}$ is the transverse momentum of the emitted gluon $i$. The transverse momentum of the propagating gluon is given by $k_{\perp i}$. It is interesting to note, that the angular ordering constraint, as given by eq.(4), reduces to ordering in transverse momenta $p_{\perp}$ for large $z$, whereas for $z \to 0$, the transverse momenta are free to perform a so-called random walk.

In [1] it has been proposed to include also the non-singular terms in the splitting function as well as to consistently use $\mu_r = p_{\perp}$ for the renormalization scale in $\alpha_s(\mu_r)$, everywhere. These changes, although formally sub-leading, have significant influence for calculation performed at present collider energies.

The inclusion of non-singular terms, as well as the evolution of quarks, is straightforward in the LDC model [2–5], which is a reformulation of CCFM, where the separation between the initial- and final-state emissions is redefined. In addition to the angular ordering in eq.(4), the gluons emitted in the initial-state are required to have

$$p_{\perp i} > \min(k_{\perp i}, k_{\perp i-1})$$

(6)

In the double leading logarithmic approximation (DLLA), this requires a reweighting of each splitting, completely canceling the non-Sudakov form factor, reducing the splitting function in (1) to the leading singularities of the standard DGLAP one, making the inclusion of non-singular terms as well as quark splittings a trivial exercise. The constraint in (6) means that the $p_{\perp}$ of the emitted gluon is always close to the highest scale in the splitting and the argument in $\alpha_s$ is naturally taken to be $p_{\perp}^2$.

While formally equivalent to the DLLA accuracy for the inclusive observable $F_2$, it is important to note that the sets of chains of initial-state splittings summed over, are different in LDC and CCFM. Therefore results for exclusive final states agree only after addition of final state radiation in the appropriate kinematical regions (which are different in the two formalisms).

We here also want to mention the formalisms developed in Refs. [22, 23]. An evolution equation for a single scale uPDF, which interpolates between DGLAP and
BFKL, is presented by Kwieciński, Martin and Staśto in [22]. The formalism for a two-scale uPDF by Kimber, Martin and Ryskin [23] is based on the same single scale evolution equation, but an angular cut is applied for the last step in the chain.

2.1 Unintegrated parton distributions

In the following we discuss in detail the precise definition of (integrated or unintegrated) parton density functions (PDFs) [24].

1. A PDF is not a physical quantity in and of itself. It merely is a useful tool.
2. A PDF is often given as a probability density of quarks or gluons within the framework of light-front quantization of QCD in the light-cone gauge. Such a definition is useful to provide motivation, intuition and an initial candidate for a formal definition. But this method does not necessarily provide a valid definition.
3. Whether or not some kind of consistent probability interpretation can be made with modified definitions is an open question. For many applications of PDFs, the answer to this question is irrelevant.
4. The physical significance of PDFs is that there are factorization formulae involving them\(^1\). Factorization formulae (in their most general sense) give approximations to physical amplitudes or cross sections that are useful and predictive because:
   (a) The PDFs are universal – the same in a range of different processes and situations.
   (b) Some (not necessarily all) of the coefficients in a factorization formula may be estimated, for example in fixed-order perturbation theory with a weak coupling.
   (c) Kernels of evolution equations (DGLAP etc) may similarly be estimated perturbatively.
5. Since a PDF will include non-perturbative physics, it is generally desirable that an explicit definition be given, for example in terms of some Green function or a matrix element of some (usually non-local) operator.
6. Given point 1, it is not necessary that a PDF’s definition is explicitly gauge invariant. However, if the definition is not gauge-invariant, the choice of gauge must be explicitly specified. It should be possible to transform the PDF’s definition into an explicitly gauge-invariant form. But in general there should be extra parameter(s) for the parton density corresponding perhaps to a gauge-fixing vector or the direction of Wilson line factors in the operators. It will also be necessary to obtain evolution equations with respect to the extra variable(s). See the work of Dokshitzer, Diakonov and Troian [25] and of Collins and Soper [26, 27] for example.

\(^7\) The most obvious candidate definition for a PDF is as a number density in the light-cone gauge, essentially

\[ f(x, k_\perp) = \frac{\langle p|b_k^\dagger b_k|p\rangle}{\langle p|p\rangle}, \]

where \(b_k^\dagger\) and \(b_k\) are creation and annihilation operators for a flavor of parton in the sense of light-front quantization in light-cone gauge. However, as we will see below, such a definition is divergent beyond the lowest order of perturbation theory.

8. The divergence arises from an integral over rapidity of emitted gluons and is present even if all IR and UV divergencies are regulated. The divergence is an endpoint divergence due to the \(1/k^+\) singularity in the gluon propagator in light-cone gauge: \(\int_0^\infty dk_+/k^+_+\). Therefore it cannot be removed by a modification of the integration path, and in that way changing the analytic prescription of the singularity.

9. For an uPDF, the divergence cannot be canceled between real final state and virtual gluon emission: Virtual gluon emission has an unrestricted transverse momentum integral, but real gluon emission is restricted by the transverse momentum of the emitting parton (Fig. 1). Hence a cancellation of real and virtual divergencies cannot occur simultaneously for all values of the transverse momentum of the emitted parton. This is a problem because without a cancellation between real and virtual divergencies the resulting parton density function diverges and becomes meaningless.

10. The rapidity divergence \(\int dk_+/k_+ = \int_{-\infty}^\infty dy\) involves gluon momenta in a region that has no relevance to the process: The momenta have infinite rapidity relative to physical particles. Any sensible definition of a PDF must have a cutoff. A simple candidate would be obtained by taking the (incorrect) light-cone gauge definition but with the use of a planar gauge: \(n \cdot A = 0\), with \(n^2 \neq 0\). The unintegrated parton density then has two extra parameters beyond the \(x\) and \(k_\perp\) kinematic variables. These are the inevitable renormalization scale \(\mu\) and the variable \((p \cdot n)^2/n^2 p^2\). The renormalization scale \(\mu\) has the approximate interpretation

\[ f(x, k_\perp) = \frac{\langle p|b_k^\dagger b_k|p\rangle}{\langle p|p\rangle}, \]

where \(b_k^\dagger\) and \(b_k\) are creation and annihilation operators for a flavor of parton in the sense of light-front quantization in light-cone gauge. However, as we will see below, such a definition is divergent beyond the lowest order of perturbation theory.

8. The divergence arises from an integral over rapidity of emitted gluons and is present even if all IR and UV divergencies are regulated. The divergence is an endpoint divergence due to the \(1/k^+\) singularity in the gluon propagator in light-cone gauge: \(\int_0^\infty dk_+/k^+_+\). Therefore it cannot be removed by a modification of the integration path, and in that way changing the analytic prescription of the singularity.

9. For an uPDF, the divergence cannot be canceled between real final state and virtual gluon emission: Virtual gluon emission has an unrestricted transverse momentum integral, but real gluon emission is restricted by the transverse momentum of the emitting parton (Fig. 1). Hence a cancellation of real and virtual divergencies cannot occur simultaneously for all values of the transverse momentum of the emitted parton. This is a problem because without a cancellation between real and virtual divergencies the resulting parton density function diverges and becomes meaningless.

10. The rapidity divergence \(\int dk_+/k_+ = \int_{-\infty}^\infty dy\) involves gluon momenta in a region that has no relevance to the process: The momenta have infinite rapidity relative to physical particles. Any sensible definition of a PDF must have a cutoff. A simple candidate would be obtained by taking the (incorrect) light-cone gauge definition but with the use of a planar gauge: \(n \cdot A = 0\), with \(n^2 \neq 0\). The unintegrated parton density then has two extra parameters beyond the \(x\) and \(k_\perp\) kinematic variables. These are the inevitable renormalization scale \(\mu\) and the variable \((p \cdot n)^2/n^2 p^2\). The renormalization scale \(\mu\) has the approximate interpretation

\[ f(x, k_\perp) = \frac{\langle p|b_k^\dagger b_k|p\rangle}{\langle p|p\rangle}, \]

where \(b_k^\dagger\) and \(b_k\) are creation and annihilation operators for a flavor of parton in the sense of light-front quantization in light-cone gauge. However, as we will see below, such a definition is divergent beyond the lowest order of perturbation theory.

8. The divergence arises from an integral over rapidity of emitted gluons and is present even if all IR and UV divergencies are regulated. The divergence is an endpoint divergence due to the \(1/k^+\) singularity in the gluon propagator in light-cone gauge: \(\int_0^\infty dk_+/k^+_+\). Therefore it cannot be removed by a modification of the integration path, and in that way changing the analytic prescription of the singularity.

9. For an uPDF, the divergence cannot be canceled between real final state and virtual gluon emission: Virtual gluon emission has an unrestricted transverse momentum integral, but real gluon emission is restricted by the transverse momentum of the emitting parton (Fig. 1). Hence a cancellation of real and virtual divergencies cannot occur simultaneously for all values of the transverse momentum of the emitted parton. This is a problem because without a cancellation between real and virtual divergencies the resulting parton density function diverges and becomes meaningless.

10. The rapidity divergence \(\int dk_+/k_+ = \int_{-\infty}^\infty dy\) involves gluon momenta in a region that has no relevance to the process: The momenta have infinite rapidity relative to physical particles. Any sensible definition of a PDF must have a cutoff. A simple candidate would be obtained by taking the (incorrect) light-cone gauge definition but with the use of a planar gauge: \(n \cdot A = 0\), with \(n^2 \neq 0\). The unintegrated parton density then has two extra parameters beyond the \(x\) and \(k_\perp\) kinematic variables. These are the inevitable renormalization scale \(\mu\) and the variable \((p \cdot n)^2/n^2 p^2\). The renormalization scale \(\mu\) has the approximate interpretation
of a cut off on the transverse momentum or the virtuality of virtual particles, and the last variable equals $\cosh^2 y$, where $y$ is the rapidity difference between the target and the gauge fixing vector.

11. In the CCFM formalism these two extra parameters are correlated. Thus the CCFM parameter $\tilde{q}$ determines both the transverse momentum cutoff and the limiting rapidity in the $p$-rest frame through the relation $y = \ln(\tilde{q}/m_p x_g)$.

12. In Ref. [24] Collins has proposed explicit gauge-invariant definitions of unintegrated PDFs that avoid the difficulties mentioned above. The evolution equation would be that given by Collins, Soper and Sterman [26, 27]. Details in this approach are being worked out.

2.2 Further questions on gauge invariance

The question of gauge invariance is not only relevant in the discussion of PDFs, but also for $k_\perp$-factorization in general as well as for the cross sections which are $k_\perp$-factorized [28–31] into an off-shell ($k_\perp$-dependent) partonic cross section $\hat{\sigma}(\frac{z}{x}, k_\perp^2)$ and a $k_\perp$-unintegrated parton density function $\mathcal{F}(z, k_\perp^2)$:

$$\sigma = \int \frac{dz}{z} d^2k_\perp \hat{\sigma}(\frac{z}{x}, k_\perp^2) \mathcal{F}(z, k_\perp^2)$$  \hspace{1cm} (8)

Here the partons generating a QCD hard process are off-mass shell. On-shell amplitudes in, say, dimensional regularization are supposed to be gauge-invariant, if not yet physical. The ensuing factorization of mass singularities, introduces a scheme- and perhaps gauge-dependence, to be canceled by (integrated) PDFs in a physical process involving hadrons. Thus, any gauge-dependence introduced in the PDFs is in a sense an artifact of the factorization procedure.

A single off-shell gluon is not gauge-invariant. However, experience with string theory [32] suggests that high-energy factorization could be a way of defining a physical off-shell continuation, as residue of the Regge pole exchanged at the given (off-shell) momentum transfer. In such a case the $k_\perp$ cannot be assigned to a single gluon (except in some approximation) because the Reggeon is a compound state of (infinitely) many partons. Therefore, implementing such an idea in a formal definition is hard and further complicated by the fact that gluon Reggeization is infrared singular.

The work on $k_\perp$-factorization by [30] provided a gauge-invariant definition of off-shell matrix elements, based on

2 this section is based on some remarks by M. Ciafaloni (unpublished) during a discussion with John Collins and Yuri Dokshitzer

3 We use the classification scheme introduced in Ref.[1]: $xG(x, k_\perp^2)$ describes DGLAP type unintegrated gluon distributions, $xF(x, k_\perp^2)$ is used for pure BFKL and $xA(x, k_\perp^2, q^2)$ stands for a CCFM type or any other type having two scales involved.

4 Note, that there are certain issues on gauge invariance which the authors of [30] and [24] have not been able to resolve completely, but which will be a topic of future work.
3 Theoretical applications

3.1 Comparison of available parameterizations

The original CCFM splitting function given in eq.(1) includes only the singular terms as well as a simplified treatment of the scale in $\alpha_s$, i.e. $k_{\perp}$ was used as the scale in the $1/z$ term and the non-Sudakov factor whereas $p_{\perp}$ was used in the $1/(1-z)$ term and in the Sudakov form factor. Due to the angular ordering a kind of random walk in the propagator gluon $k_{\perp}$ can be performed, and therefore care has to be taken for small values of $k_{\perp}$. Even during the evolution the non-perturbative region can be entered for $k_{\perp} < k_{\perp}^{cut}$ in the region of small $k_{\perp}$, $\alpha_s$ and the parton density are large, and collective phenomena, like gluon recombination or saturation might play a role. Thus, the fast increase of the parton density and the cross section is tamed. However, for the calculation of the unintegrated gluon density presented here, a simplified but practical approach is taken: no emissions are allowed for $k_{\perp} < k_{\perp}^{cut}$ and $q_{\perp} < Q_0$. The limitation of $k_{\perp}$ is necessary for the calculation of the non-Sudakov form factor $\Delta_{ns}^{R}$ in eq.(3) and it ensures a finite value of $\alpha_s(k_{\perp})$. Different choices of $k_{\perp}^{cut}$ are discussed below.

Following the arguments in [1], the scale in $\alpha_s$ was changed to $p_{\perp} = q(1-z)$ everywhere, and the CCFM splitting function was extended to include also the non-singular terms [40,41]. The unintegrated gluon density at any $x$, $k_{\perp}$ and scale $q$ is obtained by evolving numerically [6] a starting gluon distribution from the scale $Q_0$ according to CCFM to the scale $\bar{q}$. The normalization $N$ of the input distribution as well as the starting scale $Q_0$, which also acts as a collinear cutoff to define $s_{max} = 1 - Q_0/q$, need to be specified. These parameters were fitted such that the structure function $F_2$ as measured at H1 [42,43] and ZEUS [44,45] can be described after convolution with the off-shell matrix element in the region of $x < 5 \cdot 10^{-3}$ and $Q^2 > 4.5$ GeV$^2$. Using 248 data points a $\chi^2$/$ndf$ of $4.8, 1.29, 1.18, 1.83$ for JS, J2003 set 1, J2003 set 2, J2003 set 3, respectively, is obtained. The following sets of CCFM unintegrated gluon densities are obtained:

- **JS (Jung, Salam [6])**
  The splitting function $P_{gg}$ of eq.(1) is used. The soft region is defined by $k_{\perp}^{cut} = 0.25$ GeV.

- **J2003 set 1 (Jung [41])**
  The splitting function $P_{gg}$ of eq.(1) is used, with $k_{\perp}^{cut} = Q_0$ fitted to $k_{\perp}^{cut} = Q_0 = 1.33$ GeV.

- **J2003 set 2**
  The CCFM splitting function containing also the non-singular terms is used:

$$P(z,q,k) = \tilde{\alpha}_s (k_{\perp}^{cut}) \cdot \left( \frac{1-z}{z} + z(1-z)/2 \right) \Delta_{ns}(z,q,k)$$

$$+ \tilde{\alpha}_s ((1-z)^2 q^2) \left( \frac{z}{1-z} + z(1-z)/2 \right)$$

The Sudakov and non-Sudakov form factors were changed accordingly. The collinear cut is fitted to $Q_0 = k_{\perp}^{cut} = 1.18$ GeV.

![Fig. 2. Comparison of the different sets of unintegrated gluon densities obtained from the CCFM evolution as described in the text. In (a - c) the unintegrated gluon density is shown as a function of $x$ for different values of $k_{\perp}$ at a scale of $q = 10$ GeV. In (d - f) the ratio $R = \frac{xA(x,k_{\perp}^{2})}{xA(x,k_{\perp}^{2}q^2)}$ as a function of $x$ for different values of $k_{\perp}$ is shown.](image)

- **J2003 set 3**
  CCFM splitting function containing only singular terms but the scale in $\alpha_s$ is changed from $k_{\perp}$ to $p_{\perp}$ for the $1/z$ term. The collinear cut is fitted to $Q_0 = k_{\perp}^{cut} = 1.35$ GeV. The problematic region in the non-Sudakov form factor in eq.(3) is avoided by fixing $\alpha_s(\mu_r)$ for $\mu_r < 0.9$ GeV.

A comparison of the different sets of CCFM unintegrated gluon densities is shown in Fig. 2. It is clearly seen, that the treatment of the soft region, defined by $k_{\perp} < k_{\perp}^{cut}$ influences the behavior at small $x$ and small $k_{\perp}$.

Also the LDC model describes $F_2$ satisfactorily, but the corresponding unintegrated gluon densities are somewhat different. One major difference as compared to CCFM is that LDC can also include quarks in the evolution, and can therefore also reproduce $F_2$ in the valence region of high $x$. In Fig. 3 three different unintegrated gluon densities for the LDC approach are presented. The standard set refers to the full LDC including quarks in the evolution and the full gluon splitting function, whereas for the gluonic set and the leading set only gluon evolution is considered with only singular terms in the splitting function for the latter. All three alternatives have been individually fitted to $F_2$ in the region $x < 0.3$, $Q^2 > 1.5$ GeV$^2$ for standard and $x <
0.013 and \( Q^2 > 3.5 \text{ GeV}^2 \) for gluonic and leading. In LDC there is only one relevant infrared cutoff, \( k_{\perp 0} \), which limits the \( p_{\perp} \) of emitted gluons. This has been fitted to 0.99, 1.80 and 1.95 for standard, gluonic and leading respectively. No cut on the transverse momenta of the virtual gluons is applied and the argument \( \mu_r \) in \( \alpha_s \) is set to \( \mu_r = p_{\perp} \) which is then always larger than the cutoff \( k_{\perp 0} \).

### 3.2 Semi analytical insight into the CCFM equation

The CCFM equation interlocks in a rather complicated way the two relevant scales, i.e. the transverse momentum \( k_{\perp} \) of the parton and the hard scale \( \bar{q} \) which is related to the maximal emission angle. Due to this complexity the existing analyses of the CCFM equation are based upon numerical solutions. After performing some approximations it is however possible to obtain semi analytical insight into the CCFM equation and we would like to consider the following two cases:

1. The single loop approximation (SLA) [46–48], which corresponds to the DGLAP limit.
2. The CCFM equation at small \( x \) with consistency constraint (CC) [3,49].

#### 3.2.1 The single loop approximation

This approximation corresponds to setting the non-Sudakov form-factor equal to unity and to the replacement of the angular ordering by a \( q_{\perp} \) ordering. It can be a reasonable approximation for large and moderately small values of \( x \). In Fig. 4 we show a comparison of the unintegrated gluon density obtained in the full CCFM and the single-loop approximation (using the same input distributions).

In SLA the CCFM equation can be partially diagonalized by the Fourier-Bessel transform of the unintegrated gluon distribution \( \tilde{A}(x, k_{\perp}, \bar{q}) [50] \)

\[
\tilde{A}(x, k_{\perp}, \bar{q}) = \frac{2}{\sqrt{\pi}} \int_0^\infty db \mathcal{J}_0(k_{\perp} b) A(x, b, \bar{q})
\]

and the full gluon splitting function. For gluonic and leading densities obtained within LDC at scale of \( \bar{q} = 10 \text{ GeV} \). Standard refers to the full LDC including quarks in the evolution and the full gluon splitting function. For gluonic and leading only gluon evolution is considered with only singular terms in the splitting function for the latter. Also shown is the J2003 set 1 for comparison (divided by \( \pi \)).

#### 3.2.1.1 The single loop approximation

The transverse coordinate representation also partially diagonalizes the CCFM equation extended for polarized unintegrated parton distributions as will be discussed in a separate section below. Due to the absence of the \( 1/z \) term in the polarized splitting function it will be possible to utilize this representation beyond the single loop case (see section 2.6). The transverse coordinate representation has also been used for the analysis of the CCFM equation in SLA for the unintegrated gluon distributions in a photon [51].

The CCFM equation in SLA takes the following form in the \( b \) representation:

\[
A(x, b, \bar{q}) = A^0(x, b) + \int_{0}^{q_{\perp}^2} dq_{\perp}^2 \frac{\alpha_s(q_{\perp}^2)}{2\pi} \int_{0}^{1} dz \frac{z}{z} P_{gg}(z) \cdot \left\{ \Theta(z-x)J_0[b(1-z)q]\tilde{A}\left(\frac{x}{z}, b, q\right) - zA(x, b, q) \right\}
\]

where for simplicity we have neglected the quark contribution. At \( b = 0 \) this equation reduces to the conventional DGLAP evolution equation in the integral form. Equation (13) can be solved in a closed form using the moment function

\[
\tilde{f}_\omega(b, \bar{q}) = \int_{0}^{1} dx x^{\omega-1} \tilde{A}(x, b, \bar{q})
\]
Different approximations of eq.(13) are related to formalisms used e.g. in studies of Drell-Yan pairs, and can give more insight into the properties of the solutions to the CCFM equation. Thus approximations in the Bessel function and the Sudakov form-factor gives the relation [50]:

\[
A(x, k_{\perp}, \bar{q}) \approx \frac{T_g(b = 1/k_{\perp}, \bar{q})}{k_{\perp}^2} \int_0^{1-k_{\perp}/\bar{q}} dz P_{gg}(z)
\]

\[
= \frac{\alpha_s(k_{\perp}^2)}{2\pi} \Theta(z - x) \frac{x}{z} \left( \frac{x}{z}, k_{\perp}^2 \right)
\]

where the Sudakov form-factor \( T_g(b, \bar{q}) \) is defined by:

\[
T_g(b, \bar{q}) = \exp \left[ -\int_{1/b^2}^{\bar{q}^2} \frac{d\bar{q}^2}{2\pi} \int_0^{1-1/(\bar{b}q)} dzzP_{gg}(z) \right]
\]

Neglecting also contributions to the Sudakov form-factor for large \( \bar{q}^2 \) gives:

\[
A(x, k_{\perp}, \bar{q}) \approx \frac{\partial[T_g(b = 1/k_{\perp}, \bar{q})]xg(x, k_{\perp}^2)}{\partial k_{\perp}^2}
\]

The approximate expressions (17) and (15) are similar to those discussed in [25, 52, 23]. It turns out that expression (15) gives a reasonable approximation of the exact solution of the CCFM equation in SLA while expression (17) can generate negative result for large \( k_{\perp} \) and large \( x \approx 0.1 \) [50].

### 3.2.2 CCFM equation with consistency constraint

We shall consider now the CCFM equation in the small \( x \) limit keeping only the singular \( 1/z \) part of the splitting function \( P_{gg}(z) \) and neglecting the Sudakov form-factor. We shall also impose the consistency constraint [3, 49] which is known to generate the dominant part of the sub-leading BFKL corrections. The integration limit(s) in the CCFM equation are now constrained by the following competing conditions:

1. Angular ordering (AO) \( \rightarrow z_{i-1}q_{i-1} < \bar{q}_i \).
2. Consistency constraint (CC) \( \rightarrow q_{i}^2 < k_{\perp}^2/z_i \).

It can easily be observed that CC takes over AO for \( k_{\perp}^2 < \bar{q}^2/z \).

The structure of the CCFM equation at small \( x \) with CC is different in the regions \( k_{\perp} < \bar{q} \) and \( k_{\perp} > \bar{q} \). At \( k_{\perp} < \bar{q} \) the unintegrated distribution \( \mathcal{A}(x, k_{\perp}, \bar{q}) \) is independent of \( \bar{q} \), i.e.:

\[
\mathcal{A}(x, k_{\perp}, \bar{q}) \rightarrow \mathcal{F}(x, k_{\perp})
\]

after adopting the leading \( \ln^2(k_{\perp}^2/\bar{q}^2) \) approximation of the Sudakov form factor, while for \( k_{\perp} > \bar{q} \) we get the following expression after adopting the leading double \( \ln^2(k_{\perp}^2/\bar{q}^2) \) approximation:

\[
\mathcal{A}(x, k_{\perp}, \bar{q}) = \mathcal{F}(x, k_{\perp}) \exp \left[ -\frac{3\alpha_s}{2\pi} \ln^2(k_{\perp}^2/\bar{q}^2) \right]
\]

where for simplicity we kept fixed \( \alpha_s \). The single scale function \( \mathcal{F}(x, k_{\perp}) \) satisfies the BFKL-like equation with sub-leading corrections. We found in this way that imposing the consistency constraint and the double \( \ln^2(k_{\perp}^2/\bar{q}^2) \) approximation in the region \( k_{\perp} > \bar{q} \) we reduce the two-scale problem to the single-scale one and to the BFKL-like dynamics. The novel feature of the CCFM framework is however the exponential suppression of the unintegrated distribution in the region \( k_{\perp} \gg \bar{q} \) (cf. equation (19)) due to the double \( \ln^2(k_{\perp}^2/\bar{q}^2) \) effects [15]. They are of course formally sub-leading at small \( x \).

### 3.3 Effects of phase space constraints in BFKL

The leading logarithmic (LL) BFKL formalism resums terms in the perturbative series of the form \( \left( \alpha_s \ln(s/s_0) \right)^n \), where \( s \) is the square of the center of mass energy for the hard scattering and \( s_0 \) some perturbative scale separating the evolution of the \( t \)-channel exchange from the matrix elements. These logarithms arise due to the emission of gluons from the \( t \)-channel exchange. For the scattering of two particles \( p_{APB} \rightarrow k_0 k_b k_i \) where \( k_i \) are the momenta of the gluons emitted from the BFKL evolution, we have \( \hat{s} = 2p_{APB} \) and \( s_0 \) is often chosen as \( s_0 = k_{a\perp} k_{b\perp} \) with \( k_{a\perp} (k_{b\perp}) \) the transverse part of \( k_a (k_b) \) respectively. In deep inelastic scattering large \( \hat{s} \) corresponds to small \( x \) of the probed parton. For hadronic dijet production, large \( \hat{s} \) corresponds to large separation in rapidity between the leading jets, and therefore to moderate values of \( x \), where normal DGLAP evolution of the partons is valid (and therefore the standard PDFs can be used [53]). The next–to–leading logarithmic corrections [54, 33] consist of terms proportional to \( \alpha_s \left( \alpha_s \ln(\hat{s}/s_0) \right)^n \), i.e. suppressed by one power of \( \alpha_s \) compared to the LL component. The logarithms resummed in the BFKL approach correspond to the enhanced terms in scattering processes for large center of mass energies and also the enhanced terms in the description of the small \( x \) behavior of the gluon distribution function.

When confronting BFKL predictions with data, several points are worth observing. First of all, present day colliders do not operate at “asymptotic energies” where the high energy exponent dominates the BFKL prediction under the assumption that the coupling can be held fixed and small, leading to a prediction of an exponential rise in cross section with an intercept of \( \alpha_s \ln 2 \), with \( \alpha_s = 0.175 \). For example at HERA, the separation between the struck quark and the forward jet can reach up to about four units of rapidity, whereas the measurable jet separation at the
The square of the total energy of the hadron collider and
been generalized \cite{61, 62} to solving the NLL BFKL equa-
erative solution reproduces the known analytic solution to
60]. When no phase space constraints are imposed, the it-
conservation have been studied in several processes \cite{58–
631]. Only this reconstruction of the full fi-
cult to get analytic expressions for the cross section. The
with complicated impact factors, where it might be diffi-
cality (\textit{t}). It is therefore apparent that any limits on the phase
space probed in an experiment can have a crucial impact on
theoretical prediction. Such limits can either be the cuts implemented in the measurement or the limits on the available energy at a collider. The total available energy will affect the impact factors, while taking into account also detailed energy-momentum conservation in each gluon emission will in addition affect the BFKL exponent. Taking hadronic dijet production as an example, the energy constraint will obviously not just limit the possible rapidity separation of the leading dijets, but also the amount of possible radiation from the BFKL evolution, especially when the leading dijets are close to the kinematical boundary. For a multi–particle final state described by two leading dijets with transverse momentum and rapidity \((p_{\ell+}, y_{\ell+})\) and \(n\) gluons described by \((k_{\ell+}, y_{\ell+})\), the total energy of the event is given by \(s = x_a x_b s\) where \(s\) is the square of the total energy of the hadron collider and

\[
x_a = \frac{p_{\ell+}}{\sqrt{s}} e^{y_a} + \sum_{i=1}^{n} \frac{k_{\ell+}}{\sqrt{s}} e^{y_i} + \frac{p_{b\perp}}{\sqrt{s}} e^{y_b} \]

\[
x_b = \frac{p_{\ell+}}{\sqrt{s}} e^{-y_a} + \sum_{i=1}^{n} \frac{k_{\ell+}}{\sqrt{s}} e^{-y_i} + \frac{p_{b\perp}}{\sqrt{s}} e^{-y_b} \]

(20)

While it can be argued that the contribution to \(s\) from the gluons emitted from the BFKL evolution is subleading compared to the contribution from the leading dijets, it is not obvious that the effect on the cross section is small, simply for the reasons mentioned above: ignoring the contribution to the parton momentum fractions will resum logarithmically enhanced contributions from regions of phase space that lie outside what can be probed at a given collider. Here we have taken as an example dijet production at a hadron collider, but a similar effect will be found for any BFKL evolution, whether it describes \(\gamma^*\gamma^*, ep,\) or \(pp\) physics.

The iterative approach of Ref. \cite{55, 56} to solving the BFKL equation at leading logarithmic accuracy allows not only a study on the partonic level of BFKL in processes with complicated impact factors, where it might be diffi-
culty to get analytic expressions for the cross section. The method also allows for the reconstruction of the full final state configurations contributing to the BFKL evolution, and therefore it is possible to study quantities such as multiplicities and distribution in transverse momentum of the emitted gluons \cite{57}. Only this reconstruction of the full fi-
cult state allows for the observation of energy and momentum conservation. The effects of energy and momentum conservation have been studied in several processes \cite{58–60}. When no phase space constraints are imposed, the iterative solution reproduces the known analytic solution to the BFKL equation. This iterative approach has recently
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the increasing dijet angular de-correlation with increasing rapidity separation [68–70], are still present.

With the iterative method of solving the LL BFKL equation it is of course also possible to calculate jet rates and transverse momentum distributions (since full information of the final state configuration is obtained) arising from the BFKL dynamics. Below we present results on the jet rates in gluonic dijet production (on the partonic level, i.e. with the full gluonic phase space assumed in the standard analytic solution of the BFKL equation) with a BFKL chain spanning 5 units of rapidity using a very simple jet definition. We simply let any gluon with a transverse momentum of the leading dijets of 20 GeV) with a BFKL exchange, one can expect a BFKL gluon emission density of about one hard ($k_{\perp 1} > 20 \text{ GeV}$) gluon for every two units of rapidity spanned by the BFKL evolution, when the energy of the event is unconstrained. This amount of radiation is implicitly assumed in the standard analytic solution of the LL BFKL equation.

In conclusion, carefully taking energy-momentum conservation into account dramatically modifies the strong increase for small $x$, predicted in the leading log BFKL approach.

### 3.4 The saturation scale

The parton saturation scale is realized with the help of a nonlinear evolution equation in which the gluon splitting is described by a linear term while the negative nonlinear term results from the competing gluon recombination (see also [28]). The Balitsky-Kovchegov (BK) equation [71, 72] was derived for deep inelastic scattering of a virtual photon on a large nucleus by the resummation of multiple pomeron exchanges in the leading logarithmic approximation (when $\alpha_s \ln(1/x) \sim 1$ and $x \simeq Q^2/s$) in the large $N_c$ limit. It is an equation for the dipole–proton forward scattering amplitude $N(x, y, Y)$ where $x, y$ are the end points of the $q\bar{q}$ dipole and $Y = \ln 1/x$ is the rapidity of the process. The BK equation has the following integro-differential form [72]

$$
\frac{\partial N(x, y, Y)}{\partial Y} = \tilde{\alpha}_s \int \frac{d^2 z (x - y)^2}{(x - z)^2 (y - z)^2} [N(x, z, Y) + N(y, z, Y) - N(x, y, Y) - N(x, z, Y) N(y, z, Y)]
$$

(21)

where $\tilde{\alpha}_s = 3\alpha_s / \pi$ and is fixed in the leading log approximation. The linear term in (21) is the dipole version of the BFKL equation whereas the quadratic term describes the gluon recombination. Instead of $x, y$ one often uses their linear combinations: $r = x - y$ which is the size of the dipole and $b = \frac{1}{2} (x + y)$ the impact parameter. Equation (21) can be easily solved when using the approximation of the infinitely large nucleus, i.e. assuming that the amplitude $N(x, y, Y) \equiv N(|r|, Y)$ depends only on the size of the dipole but not on the impact parameter [73–75]. The more complicated case with the full impact parameter dependence has been analyzed recently [76]. For the $b$-independent and cylindrically symmetric solution, $N(|r|, Y) = N(r, Y)$, Eq. (21) can be rewritten in momentum space in a much simpler form after performing the following Fourier transform

$$
\phi(k, Y) = \int \frac{d^2 r}{2\pi} \exp(-ik \cdot r) \frac{N(r, Y)}{r^2} = \int_0^{\infty} dr \ J_0(kr) N(r, Y),
$$

(22)

where $J_0$ is the Bessel function. In this case the following equation is obtained

$$
\frac{\partial \phi(k, Y)}{\partial Y} = \tilde{\alpha}_s (K \otimes \phi)(k, Y) - \tilde{\alpha}_s \phi^2(k, Y),
$$

(23)

Here expression $(K \otimes \phi)(k, Y)$ means the action of the usual BFKL kernel in the momentum space onto the function $\phi(k, Y)$. Let us briefly analyze the basic features of $N(r, Y)$ and $\phi(k, Y)$. In Fig. 7 we plot the amplitude $N(r, Y)$ as a function of the dipole size $r$ for different values of rapidity $Y$. The amplitude $N(r, Y)$ is small for small values of the dipole size. It is governed in this regime by the linear part of equation (21). For larger values of dipole sizes, $r > 1/Q_s(Y)$ the amplitude grows and saturates eventually to 1. This is the regime where the nonlinear effects are important. As it is clear from the
Fig. 7 the saturation scale grows with rapidity $Q_s(Y)$. It means that with increasing rapidities the saturation occurs for smaller dipoles. It has been shown that the growth of the saturation momentum is exponential in rapidity $Q_s(Y) = Q_0 \exp(\lambda Y)$ with $\lambda \approx 2\alpha_s$ being a universal efficient and governed by the equation. The normalization $Q_0$ on the other hand is dependent on the initial condition $N(r, Y = 0)$. We note however, that when the rapidity $Y$ is not too large the initial conditions are still important. In this region the coefficient $\lambda$ can still depend on the rapidity [74].

It has to be stressed that in the leading-log $x$ approximation the strong coupling constant is fixed. The running of the coupling, although being a next-to-leading-log $x$ effect, is obviously more physical. In this case the rapidity dependence of the saturation scale is changed. We adopt a natural approximation that the local exponent of the saturation scale $\lambda(Y) = d \ln(Q_s(Y)/A)/dY$ takes the form $\lambda(Y) = 2\alpha_s(Q_s^2(Y))$ where $A = A_{QCD}$. The above form is motivated by the leading logarithmic result with the fixed coupling as discussed before, i.e. $Q_s(Y) = Q_0 \exp(\lambda Y)$.

Thus, we have

$$\frac{d \ln(Q_s(Y)/A)}{dY} = \frac{12}{b_0 \ln(Q_s(Y)/A)},$$

with the initial condition $Q_s(Y_0) = Q_0$ and $Y_0$ chosen in the region where scaling sets in. The solution takes the form

$$Q_s(Y) = A \exp \left( \sqrt{\frac{24}{b_0} (Y - Y_0) + L_0^2} \right), \quad Y > Y_0,$$

where $L_0 = \ln(Q_0/A)$. Thus, the exponential dependence on the rapidity $Y$ of the saturation scale is changed in the running coupling case to the milder behavior [75]. In the phenomenological analysis of the HERA data based on the BK equation [77], the running of the $\alpha_s$ has been included. It has been shown that, in the limited range of $x$, the effective power governing the behavior of the saturation scale can be still fitted using the simple form $Q_s(Y) \sim \exp(\lambda_0 Y)$ with $\lambda_0 \approx 0.18$, which is close to the value used in the Golec-Biernat and Wüsthoff saturation model [78,79].

In what follows we consider the solution to the Balitsky-Kovchegov equation in the leading-log $x$ fixed coupling case. In Fig. 8 we plot the solution $k\phi(k,Y)$ in momentum space as a function of $k$ for increasing rapidities. We have imposed the initial condition of the form of the delta function, localized at some $k = k_0 = 1$ GeV. We compare the solution of the BK equation with that of the linear BFKL which exhibits the strong unlimited diffusion into both infrared and ultraviolet regimes. The BFKL solution is symmetric and peaked around the initial value $k = k_0$. The solution to the BK equation shows on the other hand a suppression of the diffusion into the low momenta. We clearly see that the peak of the distribution moves with increasing rapidity to the higher momenta. One can identify the value of the momentum $k$ at which the maximum occurs as the saturation scale $Q_s(Y)$. At large momenta $k$ where the nonlinearity in the BK equation does not play a role, the two solutions BFKL and BK are close to each other. The overall height of the distribution is strongly damped with respect to the linear case.
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The solution to the BK equation shows also another interesting feature, namely the property of scaling (e.g. [80,75,81]). In the nonlinear regime $r > 1/Q_s(Y)$ the amplitude depends only on one combined variable instead of $r$ and $Y$ separately.

$$N(r,Y) \equiv N(rQ_s(Y))$$

This is also property of the GBW saturation model, though in the latter case the scaling was present for all values of $r$. In the case of BK equation, scaling only occurs in the saturation domain that is for large values of dipole sizes.

### 3.5 Non-linear evolution versus HERA data

A new approach to a global QCD analysis based on the non-linear QCD evolution by Balitsky-Kovchegov (BK) is presented in [74,77]. The BK equation improved by the DGLAP corrections for small dipole sizes (independently of impact parameter) is in fact very successful in describing the low $x$ part of the structure function $F_2$ at HERA. In the following a brief summary of the results in Ref. [77] is given.

With the initial conditions specified at $x_0 = 10^{-2}$ the BK equation (without impact parameter dependence) is
solved numerically towards smaller $x$. The impact parameter dependence is restored using a rescattering ansatz of the Glauber-type. All existing low $x$ ($x \leq 0.01$) data on the $F_2$ structure function are reproduced with resulting $\chi^2/ndf \simeq 1$ (Fig. 9). Only two parameters and a few fixed ones (associated with the initial conditions) are used for the fit. The fitted parameters are the effective proton radius, entering the Gaussian impact parameter distribution, and the scale at which the DGLAP corrections are switched on ($\mathcal{O}(1 \text{ GeV})$). The DGLAP corrections are important for large photon virtualities only and reach up to 15%. The low $Q^2$ (of the order of a few GeV$^2$ and below) data are described solely by the BK equation.

The main fitting parameter used for the fit is an effective proton radius $R$. The optimal fit is achieved at $R \simeq 0.3 \text{ fm}$, the radius which is much smaller than the electromagnetic radius of proton. On one hand, this small proton radius might be an artifact of the approximations used. On the other hand, it may indeed indicate a small size dense gluon spot inside proton. Such scenario arises in several other models for high energy scattering off proton [85, 86].

The approach based on non-linear QCD evolution allows the extrapolation of the parton distributions to very high energies available at the LHC as well as very low photon virtualities, $Q^2 \ll 1 \text{ GeV}^2$.

### 3.6 Multiple Interactions in non-ordered cascades

At high energies the perturbative jet cross section in $pp$ collisions becomes larger than the total cross section. This implies that there are often several hard sub-collisions in a single event. Therefore correlations become important, and the observed “pedestal effect” implies that the hard sub-collisions are not independent [87], indicating an impact parameter dependence such that central collisions have many mini-jets, while peripheral collisions have fewer mini-jets [87]. Also at HERA the final state properties in photoproduction cannot be reproduced without assuming multiple hard scattering [88–90]. At higher $Q^2$ the indications for multiple scattering are reduced, and thus HERA offers a unique possibility to study how, with decreasing
$Q^2$, multiple interactions become more and more important, until eventually a situation similar to $pp$ collisions is reached for $Q^2 = 0$.

In a non-$k_\perp$-ordered BFKL ladder, it is possible to have two (or more) local $k_\perp$-maxima, which then correspond to two different hard sub-collisions. Thus there are two different sources for multiple interactions: It is possible to have two hard scatterings in the same chain, and there may be more than one chain in a single event. The BFKL, CCFM or LDC formalism can be used to estimate multiple collisions in a single chain. The symmetric properties of the LDC model for DIS makes it especially suited to be applied to $pp$ collisions, and in Ref. [91] it is demonstrated that it is possible to deduce the average number of chains in $pp$ scattering from data on deep inelastic $ep$ scattering.

The LDC model can, however, not determine the correlations between the chains. Uncorrelated chains would be described by a Poissonian distribution, but the observed pedestal effect, mentioned above, makes it more likely that central collisions have more, and peripheral collisions fewer, chains. The analysis by Sjöstrand and von Zijl [87] favors an impact parameter dependence described by a double Gaussian distribution. It turns out that this distribution leads to a geometric distribution in the number of sub-collisions, with the tail suppressed by energy conservation. Some predictions for mini-jet multiplicity and the pedestal effect in $pp$ collisions are presented in Ref. [87], assuming such a geometric distribution for the number of chains in a single $pp$ event. Further work is in progress, and it would be very interesting to test these ideas, not only in $pp$ or $pp$ collisions, but also in $ep$ scattering, varying $Q^2$ from the DIS region to photoproduction.
3.7 Spin dependent unintegrated parton distributions

The basic, universal quantities which describe the inclusive cross-sections of hard processes within the QCD improved parton model are the scale dependent parton distributions. These parton distributions or distribution amplitudes describe how the momentum of the nucleon is distributed among its constituents, i.e. quarks and gluons.

Polarized parton distributions are a probabilistic measure for the distribution of the nucleon’s longitudinal spin (helicity) among its constituents. More precisely, one defines polarized parton distributions as the difference of the probability density to find a parton \( f \) with its longitudinal spin parallel aligned minus the probability density to find the same parton with its longitudinal spin antiparallel aligned relative to the spin of the nucleon:

\[
\Delta f = f_{||} - f_{\perp}.
\] (27)

These parton distributions conventionally only depend on \( x \) and \( Q^2 \), but just as for the spin-independent case it may be beneficial to also consider \( k_{\perp} \)-unintegrated polarized parton distributions. An evolution equation analogous to CCFM has been derived for the unintegrated gluon distribution in [92] and the result is quite similar, although contrary to the unpolarized case there is no non-Sudakov form factor since the polarized splitting function does not have a \( 1/z \) pole.

One can show that the principles discussed in [92] with slight modifications also apply for the case of including quarks in the evolution. Thus one arrives at a complete set of evolution equations along the lines of CCFM for the unpolarized case. The CCFM evolution for polarized gluons is called pCCFM evolution equation [93].

It can easily be shown that in the small \( x \) limit the pCCFM equation formulated in [92] generate the double\(^7\) \( \ln^2(1/x) \) for distributions integrated over transverse momentum of the partons. Their detailed structure is however different from the collinear QCD expectations [94,95].

One can modify the pCCFM equations in order to incorporate those expectations and make contact with the evolution equations in the integrated case containing Altarelli-Parisi + ladder contributions which have been discussed in [94]. These modifications contain the following steps [93]:

1. In order to get the expected double logarithmic limit of the integrated distributions it is sufficient to replace the angular ordering constraint \( \Theta(Q - z|q_{\perp}|) \) by the stronger constraint \( \Theta(Q^2 - zq_{\perp}^2) \) in the corresponding evolution equations for integrated distributions.
2. The argument of \( \alpha_s \) will be set equal to \( q_{\perp}^2(1-z)^2 \).
3. The non-singular parts of the splitting function(s) will be included in the definition of the Sudakov form-factor(s).
4. Following Ref. [94] we include the complete splitting functions \( P_{ab}(z) \) and not only their singular parts at \( z = 1 \) and constant contributions at \( z = 0 \).

5. We represent the splitting functions \( \Delta P_{ab}(z) \) as:
\[
\Delta P_{ab}(z) = \Delta P_{ab}(0) + \Delta P_{ab}(z) \quad \text{where} \quad \Delta P_{ab}(0) = 0.
\]
Following [94] we shall multiply \( \Delta P_{ab}(0) \) and \( \Delta P_{ab}(z) \) by \( \Theta(Q^2 - zq_{\perp}^2) \) and \( \Theta(Q^2 - q_{\perp}^2) \) respectively in the integrands of the corresponding integral equations. Following the terminology of Ref. [94] we call the corresponding contributions to the evolution kernels the 'ladder' and 'Altarelli-Parisi' contributions respectively.

6. We shall 'unfold' the eikonal form factors in order to treat real emission and virtual correction terms on equal footing.

After those modifications one arrives at an evolution equation for the unintegrated polarized parton distributions which includes the complete LO Altarelli-Parisi and the double \( \ln^2(1/x) \) effect generated by ladder diagrams in a consistent way, i.e. if one integrates the evolved unintegrated parton distributions over the transverse momentum \( k_{\perp} \) the result will be the same as if one had done an evolution with the integrated parton distributions using 'Altarelli-Parisi+ladder' evolution equation. It means that the corresponding diagram between evolution and transverse momentum integration commutes.

One can utilize the fact that the pCCFM equation can be (partially) diagonalized by the Fourier-Bessel transform. It turns out that the difference between the integrated and the unintegrated evolution equation in Fourier-space is only a single factor \( J_0(b_1|q_{\perp}|(1-z)) \), where \( b_1 \) is the transverse impact parameter conjugate to the transverse momentum of the parton, \( q_{\perp} \) the transverse evolution scale, \( z \) the momentum fraction and \( J_0 \) the Bessel function of order 0. The evolution equation for the integrated case is simply restored by setting \( b_1 = 0 \).

There is a third contribution to the evolution of unintegrated polarized parton distributions which is not covered by the 'Altarelli-Parisi + ladder' approximation of the modified pCCFM equation, these are the non-ladder bremsstrahlung contributions. A general method of implementing the non-ladder bremsstrahlung corrections into the double logarithmic resummation was proposed by Kirschner and Lipatov [96,97]. For unintegrated polarized parton distributions they have been implemented in Ref. [94]. In the unintegrated case one can simply add them by analogy to the Altarelli-Parisi and ladder contribution by inserting the factor \( J_0(b_1|q_{\perp}|(1-z)) \) because then again one obtains perfect commutativity of the diagram between the integrated and unintegrated parton distributions.

Putting all three contributions together (Altarelli-Parisi, ladder + non-ladder) one obtains a set of linear integral equations for unintegrated polarized quark and gluon distributions. In Fig. 12 we show the evolution of the \( k_{\perp} \)-dependence for the triplet contribution:

\[
\Delta f_3 = \frac{1}{6} (\Delta u + \Delta \bar{u} - \Delta d - \Delta \bar{d}).
\]

The input distributions at \( Q_0^2 = 0.26 \text{ GeV}^2 \) are taken from [98,99] and are compared to the evolved distributions at \( Q_0^2 = 10.0 \text{ GeV}^2 \). The width of the initial transverse momentum dependence \( \sigma \) has been chosen to be 1 GeV.
For the simulation the Altarelli-Parisi, ladder and non-ladder contributions all have been included. It is seen that due to the evolution the $k_t$ dependence is broadening away from a Gaussian behavior to a more exponential decay.

### 3.8 $J/\psi$-production and polarization effects

In the following we consider $J/\psi$ meson production in $ep$ deep inelastic scattering in the color singlet model using $k_t$-factorization. It should be noted that heavy quark and quarkonium cross section calculations within the collinear factorization in fixed order pQCD show a large discrepancy (by more than an order of magnitude) [100–103] to measurements at the Tevatron for hadroproduction of $J/\psi$ and $\Upsilon$ mesons. This fact has resulted in extensive theoretical investigations of such processes. In particular, it was suggested to add an additional transition mechanism from $c\bar{c}$-pairs to $J/\psi$ mesons, the so-called color octet (CO) model [104], where a $c\bar{c}$-pair is produced in a color octet state and transforms into the final color singlet (CS) state by the help of very soft gluon radiation. The CO model is based on the general principle of the non-relativistic QCD factorization (see [104]). The physics behind this factorization is simple: the heavy quark-antiquark meson is produced at distances which are not so short as the distances for heavy quark-antiquark production (which are of the of $1/2m_Q$, where $m_Q$ is the mass of heavy quark). Indeed, we can easily estimate that the typical distances for e.g. $J/\psi$ production is about $1/\alpha_s(m_Q)m_Q$. These distances are much longer than the distances of the typical hard process but they are still much shorter than the hadronization distances. Therefore $J/\psi$ production is still under control of perturbative QCD but on the other hand it could be accompanied by a highly non-perturbative production of soft gluons. By adding the contribution from the CO model and fitting the free parameters one was able to describe the existing data on the production of $J/\psi$ production at the Tevatron. However, in recent years, we have seen a lot of difficulties of the CO model. The first and the most disturbing is the fact that the fit with the CO model gives values of wave functions at the origin which are in contradiction with the non-relativistic (NR) QCD hierarchy where each non-perturbative CO matrix element has a definite order of magnitude in the relative heavy quark velocity. The qualitative prediction for the CO model is the transverse polarization of the produced $J/\psi$ since the main contribution of the CO model to $J/\psi$ production in $pp$-collisions comes from gluon-gluon fusion with transverse polarized gluons. The second important question is about the NR QCD factorization itself. Is the heavy quark mass really large enough to have well separated scales, $1/2m_Q$ and $1/2\alpha_s(m_Q)m_Q$, or is a special selection needed as suggested in Ref. [105] The CO model has been applied earlier in the analysis of inelastic $J/\psi$ production [106, 107] at HERA. However, as noted in Ref. [107], the results from Ref. [106] and [107] do not agree with each other. Also the results obtained within the usual collinear approach and the CS model [108–111] underestimate the experimental data by factor about two.

First attempts to investigate the $J/\psi$ polarization problem in $ep$-interactions at HERA and in $pp$-interactions at the Tevatron were made in [112–116] using the $k_t$-factorization approach. An extensive analysis of the production of $J/\psi$, $\chi_c$ and $\Upsilon$ mesons (including the polarization properties) in $pp$-collisions has been recently presented in [117].

The matrix element for DIS electro-production of $J/\psi$ mesons has been calculated in [118], keeping the full $Q^2$ dependence as well as the full polarization state of the $J/\psi$ meson. For studying $J/\psi$ meson polarization properties we calculate the $p_{\perp,\omega}$ and $Q^2$-dependences of the spin alignment parameter $\alpha$ [19, 61]:

$$\alpha(\omega) = \frac{d\sigma/d\omega - 3d\sigma_L/d\omega}{d\sigma/d\omega + d\sigma_L/d\omega},$$

(29)

where $\sigma_L$ is the production cross section for (longitudinally polarized) $J/\psi$ mesons and with $p_{\perp,\omega}$ or $Q^2$ substituting $\omega$. The parameter $\alpha$ controls the angular distribution for leptons in the decay $J/\psi \rightarrow \mu^+ \mu^-$ (in the $J/\psi$ meson rest frame):

$$\frac{d\Gamma(J/\psi \rightarrow \mu^+ \mu^-)}{d\cos \theta} \sim 1 + \alpha \cos^2 \theta.$$

(30)

Fig. 13 shows the spin alignment parameter $\alpha(p_{\perp,\omega})$ calculated in the region $0.4 < z < 0.9$ ($a$) and $0.4 < z < 1$ ($b$), with $z = E_\psi/E_\gamma$ in the $p$-rest frame, in comparison with experimental data taken by the ZEUS collaboration at HERA [119]. Curves 1 corresponds to calculations in the collinear approach at leading order using the GRV gluon density, curves 2 corresponds to the $k_t$-factorization calculations with the BFKL JB [120] unintegrated gluon distribution with $Q_0^2 = 1$ GeV$^2$.

We note that it is impossible to make definite conclusions about the $k_t$-factorization approach considering...
the polarized J/ψ production cross section because of the large uncertainties in the experimental data. The large additional contribution from the initial longitudinal polarization of virtual photons weakens the effect of initial gluon off-shellness even more. However at low $Q^2 < 1$ GeV$^2$ such contributions are negligible. This fact should result in observable spin effects of final J/ψ mesons. As an example, we have performed calculations for the spin alignment parameter $\alpha$ as a function of $p_{\perp,\psi}$ at fixed values of $Q^2$ for 40 GeV $\leq W \leq 180$ GeV, $z > 0.2$, $M_X \geq 10$ GeV at HERA.

The results of our calculations at fixed values of $Q^2 = 0.1, 1, 5, 10$ GeV$^2$ are shown in Fig. 14. Curves 1 correspond to calculations in the collinear approach at leading order using the GRV gluon density and curves 2 correspond to the $k_{\perp}$-factorization calculations with the JB unintegrated gluon distribution. Therefore more accurate measurements of polarization properties of the J/ψ mesons will be an interesting test of the $k_{\perp}$-factorization approach.

For the production of J/ψ particles in the framework of the CS model the relevant partonic subprocess is

$$\gamma + g \rightarrow ^3S_1[1] + g.$$  \hspace{1cm} (31)

When the CO $q\bar{q}$ states are allowed, there appear additional contributions from the following partonic subprocesses:

$$\gamma + g \rightarrow ^1S_0[8] + g, \quad ^3S_1[8] + g, \quad ^3P_J[8] + g.$$  \hspace{1cm} (32)

The CO matrix elements responsible for the non-perturbative transitions in eq.(31) are related to the fictitious CO wave functions, that are used in calculations in place of the ordinary CS wave functions. In Fig. 15 we present a comparison between our theoretical calculations and experimental data collected by the H1 collaboration at HERA [121] in the kinematic range $2\, \text{GeV}^2 < Q^2 < 100\, \text{GeV}^2$, $50\, \text{GeV} < W < 225\, \text{GeV}$, $0.3 < z < 0.9$, $p_{\perp,\psi}^2 > 1$ GeV$^2$.

The effect of the different evolution equations (BFKL, JB or DGLAP “derivative of GRV”, for a detailed description see [1]) which govern the evolution of gluon densities is found to be as large as a factor of 2 in the production cross section. This is illustrated by a comparison of dash-dotted and dashed histograms in Fig. 15. A similar effect is connected with the running coupling constant $\alpha_s(\mu^2)$, the calculations made with $\mu^2 = k_1^2$ and $\mu^2 = m_{\psi,\perp}^2$ are represented by the dash-dotted and dotted histograms in Fig. 15. Note that the setting $\mu^2 = k_1^2$ is only possible in the $k_{\perp}$-factorization approach. In this case, $\alpha_s(k_{\perp})$ was fixed at $\alpha_s = 1$ if the formal running value was greater than 1, and it was set to zero if $k_{\perp} < \Lambda_{QCD}$. The contributions from the $2 \rightarrow 1$ CO subprocesses are cut away by the experimental restriction $z < 0.9$. Turning to the $2 \rightarrow 2$ CO contributions, one has to take care about the infrared instability of the relevant matrix elements. In order to restrict the $2 \rightarrow 2$ subprocesses to the perturbative domain, we introduce the regularization parameter $q_\text{reg}^2$. The numerical results shown in Fig. 15 are obtained with setting $q_\text{reg}^2 = 1$ GeV$^2$ and $m_c = m_{\psi}/2 = 1.55$ GeV.

The results shown in Fig. 15 are obtained with the non-perturbative CO matrix elements of Ref. [103]. If the values extracted from the analysis [117] were used instead, the contribution from the CO states would be a factor of 5 lower. One can see that, irrespective to the partic-
Fig. 15. A comparison between the theoretical predictions and experimental data [121] for inelastic J/ψ production. Dashed-dotted histogram, the CS contribution with JB gluon density and $\alpha_s(k^2_{\perp})$; dashed histogram, the same with “derivative of GRV” and $\alpha_s(k^2_{\perp})$; dotted histogram, the same with JB gluon density and $\alpha_s(m^2_{\psi_{\perp}})$; solid histogram, the sum of the CS and CO contributions, with JB gluon density, $\alpha_s(k^2_{\perp})$.

Fig. 16. Kinematics of hard emissions for di-jets with large rapidity separation in hadron-hadron collisions (left) and for forward jets/particles at HERA. The maximal measurable jet separation at the Tevatron is about six rapidity units.

4 Selected topics on the current experimental status

In spite of the fact that QCD has been extremely successful in describing the physics at $Q^2 \gg \Lambda_{QCD}$, the total cross section in deep inelastic scattering (DIS) is dominated by soft and semi-hard processes which can not be described by perturbative QCD. It is thus of fundamental importance to provide experimental measurements which may give hints to how these processes can be described within the QCD framework.

One of the long standing questions in high energy collisions is whether significant deviations from the successful DGLAP [8–11] evolution equations can be observed at the HERA and/or Tevatron colliders. A fundamental question is where DGLAP evolution breaks down and emissions, not ordered in virtuality, play a significant role. In deep inelastic scattering processes (DIS) at low values of Bjorken $x$ it is assumed that the struck parton results from a long cascade of parton branchings. Similarly, in hadron-hadron collision processes where two jets are separated by a large rapidity interval $\Delta \eta$ one expects a long partonic cascade between them (see Fig. 16). 

At sufficiently low values of $x$ (high values $\Delta \eta$) the DGLAP approximation should fail while the BFKL and CCFM approximations should be applicable.

Calculations of inclusive quantities like the structure function $F_2(x,Q^2)$ at HERA, performed in NLO DGLAP, are in very good agreement with the measurements [83, 177]. However the interplay of non-perturbative (input starting distribution) and the perturbative (NLO DGLAP evolution) elements in this calculation makes it impossible to decide if parton cascades with strongly ordered transverse momenta are the dominant mechanism leading to scaling violations.

When exclusive quantities are investigated, the agreement between NLO coefficient functions convoluted with NLO DGLAP parton densities and the data is less satisfactory, and for some processes the DGLAP based theory fails completely. One example is the cross section of forward going jets at HERA, which will be discussed below.

The question therefore is, for which observables the next order in the perturbative expansion is enough, and for which a resummation to all orders is needed.

The forward jet production cross section at small Bjorken $x$ at HERA and the cross section for jet produc-

---

8 Large rapidity interval events in hadron-hadron collisions correspond to a subclass of DIS events at small $x$ characterized by presence of the forward jet with $x_{jet} = p_{jet}/p_{proton} \gg x$ and transverse momentum $p_T \approx Q$. For such events rapidity interval between forward jet and struck quark $\Delta \eta \approx \ln(x_{jet}/x) \gg 1$

9 The longitudinal structure function $F_L(x,Q^2)$ at small values of $Q^2$ is an exception, see section 4.1.1
tion with large rapidity separation in high energy hadron-hadron collisions (Tevatron) have since long been advertised as an ideal test of the perturbative dynamics \([178–180, 53, 70]\). More refined theoretical and phenomenological analyses have shown that these tests are not so decisive and straightforward, however they remain in the center of experimental activity of small \(x\) physics. Several measurements of highly energetic jets \((x_{\text{jet}} = E_{\text{jet}}/E_p \gg x)\) at large pseudo-rapidities \(\eta_{ab}\) with transverse energies squared \(E_{T,\text{jet}}^2\) of the order of \(Q^2\) have been made by both the H1 \([149, 151]\) and the ZEUS collaborations \([150, 152]\). This kind of measurement, originally proposed by Mueller and Navelet (so called Mueller-Navelet forward jets \([178, 179, 53]\)) is designed such that DGLAP evolution in transverse momentum space is suppressed \((E_{T,\text{jet}} \approx Q)\) while BFKL evolution in \(x\)-space \((x_{\text{jet}} \gg x)\) is enhanced. The measurements showed large discrepancies to DGLAP NLO-dijet calculations at low values of Bjorken-\(x\), which was taken as an indication of the breakdown of the DGLAP approximation and the onset of BFKL effects. However, in the NLO-dijet calculations the scale uncertainties are very large. It was also shown \([154]\) that a good description of the data can be obtained by considering the partonic structure of the virtual photon, which is expected to be important for \(E_{T,\text{jet}}^2 > Q^2\) and \(Q^2\) not too large. In this approach we are back to the classic DGLAP approximation, with simultaneous evolution in transverse momentum space from both the photon and the proton sides towards the hard scatter and this approach should be relevant if chains with at most one local maximum in transverse momentum dominate. H1 \([151, 156]\) also measured single forward particles \((\pi^0)\) as opposed to jets, allowing the study of angles closer to the proton direction and smaller Bjorken-\(x\), at the price of a stronger dependence on the fragmentation process. Studies of the inclusive cross section for the production of forward particles led essentially to the same conclusions as the study of forward jets.

Studies of the transverse energy flow provide a complementary means of investigating QCD processes. Compared with jet and leading particle studies, measurements of transverse energy flow are sensitive to parton emissions of lower transverse momentum and to the model-
ing of both the perturbative QCD evolution and the soft hadronization process. In Ref. [156] both types of measurement (forward particle and energy flow) have been merged. The transverse energy flow measured for events with forward \( \pi^0 \) reveals the range over which the transverse momentum of the forward parton is compensated. We may expect that different models of parton evolution lead to different radiation patterns.

At first look the measurements of the Mueller-Navelet jets and jet azimuthal de-correlation at the Tevatron should be more promising as a test of non-DGLAP dynamics compared to HERA due to higher energy and therefore larger phase space open to gluon emissions. While at HERA, the separation between the struck quark and forward jet can reach up to about four units of rapidity, the measurable jet separation at the Tevatron is up to six units. Although the BFKL calculations are expected to be more reliable at high energies, it should be kept in mind that energy-momentum conservation is not fulfilled. Thus, effects due to the conservation of energy and momentum (consistency constraint) will be significant.

In Tab. 1 we present a collection of various experimental results from HERA and the Tevatron which relate to low \( x \) physics and we state the result of the comparison of these data with NLO DGLAP theory and BFKL and/or CCFM evolution schemes. The aim of this section is to review some of the items in Tab. 1 in more detail. In the next two subsections we review measurements which can be well described by the DGLAP approximation and then discuss measurements which were especially designed to extract a BFKL signal i.e. where the DGLAP evolution was suppressed by experimental cuts.

### 4.1 Where NLO DGLAP (almost) works

Several programs exist for the numerical NLO calculation of jet observables at the parton level in collinear factorization. They are known to give comparable results. All of them calculate the direct photon contributions to the cross sections. Only the JetVip program [181, 182] provides the additional possibility to calculate a cross section consisting of both direct and resolved photon contributions, however in the DIS case conceptual difficulties are encountered [183] which lead to ambiguous results.

All the parton level calculations in the collinear approach presented in this paper were performed using the DISENT program [184] and the CTEQ6M [185] set of parton distribution functions. The renormalization scale was set to \( \mu_r = \sum p_{\perp,i} \) and the factorization scale \( \mu_f = Q \).\(^{11}\)

There has been some confusion in the literature concerning the concept of NLO. Formally, whether a calculation is leading or next-to-leading depends on the observable. LO is then the lowest order in \( \alpha_s \) in which the observable obtains a non-zero value, and NLO is one order higher in \( \alpha_s \). However, sometimes it is difficult to define the order in \( \alpha_s \) appropriate for a specific measurement.

\(^{11}\) For technical reasons DISENT allows only \( \mu_f = Q \) or \( \mu_f = \text{const.} \)

Therefore, in this paper we state clearly to which order in \( \alpha_s \) a process has been calculated. In Fig. 17 representative diagrams are shown for NLO calculations of single-jet (\( F_2 \)), di-jet and 3-jet processes. It is obvious from Fig. 17 that NLO dijet calculations do not include all diagrams necessary for a NNLO single-jet calculation, as indicated in the right column of Fig. 17.

The calculations summarized above use integrated parton distributions, convoluted with LO or NLO coefficient functions. As is usual in the standard formulation of factorization, the coefficient functions are on-shell partonic cross sections with subtractions of the singular collinear regions. The parton distributions are typically in the \( \overline{\text{MS}} \) scheme, where the partons are integrated over all transverse momentum with the resulting ultra-violet divergences being canceled by renormalization in the \( \overline{\text{MS}} \) scheme. There is an evident mismatch of approximated and exact parton kinematics in such calculations. For the infra-red-safe jet cross sections that are the domain of validity of the calculations, the factorization theorem ensures that the calculations are consistent and valid.

The transverse momenta of the partons entering the hard scattering can be seen as being generated by two sources: the intrinsic (primordial) transverse momentum, which reflects the Fermi motion of the partons in the hadron, typically of the order of one GeV, and the transverse momentum generated by the QCD evolution (DGLAP or BFKL/CCFM/LDC), which can reach large values, even in DGLAP up to the factorization scale. Therefore, for more exclusive components of the cross section, it is better to use suitably defined unintegrated distributions and off-shell parton kinematics. For one treatment along these lines that is specifically designed to treat NLO corrections in the context of showering Monte-Carlo event generators, see the paper of Collins and Zu [186].

#### 4.1.1 The longitudinal structure function \( F_L(x,Q^2) \)

The longitudinal structure function \( F_L(x,Q^2) \) is dominated by the gluon density at large enough \( Q^2 \). In the limit of small \( Q^2 \) there is no phase space for strong ordering in virtuality (DGLAP will not work) and unphysically negative values for \( F_L(x,Q^2) \) are obtained in some calculations for \( Q^2 < 1 \text{ GeV}^2 \) [187]. However in the \( k_\perp \)-factorization approach there is no strong ordering in virtuality and therefore the parton evolution may generate arbitrarily small \( k_\perp \) (down to an artificial cutoff) which means that the parameterization is valid over the full range in \( k_\perp \). In Fig. 18 the structure function \( F_L(x,Q^2) \) as measured by H1 and ZEUS [188] is compared to calculations using \( k_\perp \)-factorization in the framework of Ref. [189]. The unintegrated gluon density was taken from CCFM (\( J2003 \) set 1). Shown for comparison is another unintegrated gluon density obtained from the derivative of the integrated gluon density (here GRV [99] is used) and the prediction for \( F_L \) obtained in the collinear DGLAP approach using the MRST2002 [190] parton densities.
Fig. 17. Schematic picture of the diagrams which are included in NLO calculations for single-jet ($F_2$), di-jet and 3-jet processes. Also indicated are example of diagrams which are not included (since of higher order in $\alpha_s$ or do not contribute to the $n$-jet observable).

Fig. 18. The longitudinal structure function $F_L(x,Q^2)$ as measured by H1 and ZEUS [188] compared to different calculations, including also the collinear DGLAP approach.

Fig. 19. Inclusive jet cross section $d\sigma_{Jet}/dE_T$ in different ranges of $\eta_{lab}$, integrated over the region $5 < Q^2 < 100 \text{ GeV}^2$ and $0.2 < y < 0.6$. The data are compared to NLO dijet calculation (DISENT) and to the predictions from CASCADE.

4.1.2 Single inclusive jets at HERA

Jets have been studied extensively at HERA and other colliders. These measurements have shown that at sufficiently large transverse momenta and/or momentum transfers the NLO QCD theory based on the DGLAP approximation is in excellent agreement with the data. To judge how well this approximation works let us mention that the determination of the strong coupling constant $\alpha_s$ from recent H1 [191] and ZEUS [192] jet measurements are not only in perfect agreement with the world average value but are also in precision comparable to LEP measurements. Another example of a jet measurement fully compatible with NLO theory in the collinear approach is the measurement of dijet angular distributions [193] performed by the D0 Collaboration. The result of the data-theory comparison is an exclusion limit on the quark substructure which is competitive with many LEP results. In spite of this spectacular success of the QCD theory in the collinear approach
one should keep in mind that there are regions of phase space, where the description of the data is less than satisfactory. It is the aim of this subsection to localize these regions and observe patterns characteristic for a possible failure to describe the data by NLO theory in the collinear approximation.

In a recent H1 paper [194], NLO calculations of the inclusive jet cross sections, using the DISENT program [184], were confronted with high statistics data. The kinematic range considered in this analysis was constrained by the conditions $5 < Q^2 < 100$ GeV$^2$ and $0.2 < y < 0.6$ (the latter condition leads to a reduction of photoproduction background). Jets are defined using the inclusive $k_T$-cluster algorithm [195, 196] in the Breit frame$^{12}$ and selected by the requirement $E_{T,jet} > 5$ GeV.

Fig. 19 shows the inclusive jet cross section as a function of the transverse jet energy $E_{T,jet}$ in different regions of the pseudorapidity $\eta_{lab}$: in the backward region $-1 < \eta_{lab} < 0.5$, the central region $0.5 < \eta_{lab} < 1.5$ and the forward region $1.5 < \eta_{lab} < 2.8$. The measured cross sections, which extend over four orders of magnitude, are compared to the calculations obtained in the collinear and $k_T$-factorization approaches, respectively.

While there is good agreement between the data and the NLO-dijet calculation in the backward region for all $E_{T,jet}$ values, discrepancies are observed for more forward jets with low $E_{T,jet}$. In the lowest $E_{T,jet}$ range ($5 < E_{T,jet} < 20$ GeV, for $\eta_{lab} > 1.5$), the assumed renormalization scale uncertainty ($E_{T,jet}/2 < \mu_r < 2E_{T,jet}$) does not cover the large difference between the data and the calculation. In Fig. 20 the forward region from Fig. 19 is studied in bins of $Q^2$, showing that discrepancies to NLO-dijet calculations are most significant at small $Q^2$ and small $E_{T,jet}$ values. The factorization scale uncertainty is estimated by changing $\mu_f = \sqrt{Q^2}$ to $\mu_f = 8.4$ GeV, which is the average jet transverse momentum. The correlation of large NLO/LO corrections and high sensitivity to renormalization scale variations with poor agreement between data and QCD predictions strongly suggests that the inclusion of higher order (e.g. NNLO or resolved photon component) terms in the QCD calculations is necessary in order to improve the description of the data.

The predictions obtained in the $k_T$-factorization approach, supplemented with the CCFM unintegrated gluon densities, as implemented in CASCADE, are in reasonable agreement with the data. Especially the forward region (Fig. 20) is reasonably well described. The quality of the various approaches to describe the data can be seen in Tab. 2, where we quote the $\chi^2/ndf$, both for the NLO-dijet and the CASCADE calculations.

It is interesting to quote in the above context the recent ZEUS measurement on inclusive jets [198] presented in Fig. 21. The cross section for jets reconstructed in the laboratory frame with the inclusive $k_T$ algorithm is compared to a calculation in NLO (here $O(\alpha_s)$). When going from small towards large values of $\eta_{jet}$ the description of

---

12 The Breit frame is defined by $2xp + q = 0$, where $x$ is Bjorken scaling variable, and $p$ and $q$ are the proton and the virtual photon momenta, respectively.
the data by the NLO calculation becomes worse. The reason for this is that the $\alpha_s^0$ contribution goes to zero and the $O(\alpha_s)$ calculation becomes essentially the LO contribution, since for a fixed $Q^2$ and $x$ (or $y$), $\eta_{jet}$ is fixed in an $\alpha_s^0$ calculation, simply given by $\frac{1}{\pi} \ln \frac{Q^2(1-y)}{E_T^2}$. The range used in the measurement is $Q^2 > 25$ GeV$^2$, $y > 0.04$ which, for the lowest $Q^2$ gives a maximum $\eta_{jet}$ of about 0.8. For larger $Q^2$ the maximum $\eta_{jet}$ is a bit larger, but the suppression of the $\alpha_s^0$ contribution is still visible in Fig. 21 around $\eta_{jet} = 1$. Beyond this, the lowest order contribution is dominated by $\alpha_s^0$ and the "NLO" calculation in the figure becomes leading order. As can be seen from Fig. 21, even DGLAP type Monte Carlo models (here LEPTO) give a rather reasonable description, if further parton radiation is included via parton showers. Thus this comparison shows the need for higher order corrections but not necessarily a need for any BFKL contribution.

4.1.3 Inclusive di-jets at HERA

The measurement of di-jet production, which is less inclusive compared to the measurement described before, might provide a stronger test of the NLO QCD calculations in the collinear factorization approach, as it involves more observables. Experimentally, possible deviations from the DGLAP approach can best be observed by selecting events in a phase space regime, where the main assumption, the strong ordering in $k_T$ of the exchanged parton cascade (Fig. 22), is no longer strictly fulfilled. This is the case at small $x$. The parton configurations not included in DGLAP-based calculations might contribute significantly to the cross section. Moreover, with respect to the photon-proton center-of-mass system (hcms), the two partons produced in a hard scattering process (Fig. 22) are no longer balanced in transverse momentum. Events coming from calculations beyond $O(\alpha_s)$ will lead to a situation where the two hard jets are no longer back-to-back. The excess of such events is expected to be higher for a BFKL scenario compared to DGLAP, due to the possibility of hard emissions in the parton evolution provided by the non-ordering in $k_T$.

Di-jet production in deep inelastic $ep$ scattering was investigated in the region of low $x$ ($10^{-4} < x < 10^{-2}$) and low $Q^2$ ($5 < Q^2 < 100$ GeV$^2$) [139]. Jets were reconstructed in the hcms using the $k_T$-algorithm. The minimum transverse jet energy $E_T$ of 5 GeV was required and an additional requirement on the most energetic jet $E_T^{max} > 7$ GeV (in the hcms) was added to avoid a scenario for which NLO-dijet predictions become unreliable [199,200]. In Fig. 23 the triple differential inclusive di-jet cross section in bins of Bjorken-$x$ and $Q^2$ as a function of the distance $|\Delta y^*|$ between jets is presented. The data are compared to NLO-dijet predictions. The NLO-dijet calculation with $\mu_f^2 = Q^2$ falls well below the data. A better description over the full phase, including the regime of very low $x$, is obtained using $\mu_f^2 = 70$ GeV$^2$. It should be noted however, that even with $\mu_f^2 = 70$ GeV$^2$ the theoretical uncertainty due to scale dependence of the NLO calculation is rather large so again no strong statement about the DGLAP approximation for dijet production at

<table>
<thead>
<tr>
<th>parton density</th>
<th>NLO-dijet</th>
<th>CASCADE J2003</th>
<th>dir</th>
<th>RAPGAP dir + res</th>
</tr>
</thead>
<tbody>
<tr>
<td>factorization scale $\mu_f^2$</td>
<td>CTEQ6M 70 GeV$^2$</td>
<td>CTEQ6M $Q^2$</td>
<td>CTEQ6M</td>
<td>CTEQ6M + SaS</td>
</tr>
<tr>
<td>$d\sigma/dE_T$ (in bins of $\eta$) (cf. Fig. 19)</td>
<td>12.8</td>
<td>13.2</td>
<td>25.5</td>
<td>4.0</td>
</tr>
<tr>
<td>$d\sigma/dE_T$ (in bins of $Q^2$ for $1.5 &lt; \eta &lt; 2.8$) (cf. Fig. 20)</td>
<td>3.9</td>
<td>13.6</td>
<td>17.3</td>
<td>6.0</td>
</tr>
<tr>
<td>$d\sigma/d\Delta y$ (cf. Fig. 23)</td>
<td>40.1</td>
<td>40.9</td>
<td>116.8</td>
<td>37.7</td>
</tr>
<tr>
<td>$S = \frac{\text{\emph{d}}}{\text{\emph{d}}} \sum_{\text{\emph{a}}} \text{\emph{a}} \alpha^* (\Delta y^<em>, \Delta y, \Delta E_T^</em>)$ (cf. Fig. 24)</td>
<td>17.8</td>
<td>15.7</td>
<td>23.2</td>
<td>3.9</td>
</tr>
<tr>
<td>forward jets H1 $p_T &gt; 3.5$ GeV (cf. Fig. 25(a))</td>
<td>8.9</td>
<td>17.0</td>
<td>2.7</td>
<td>4.7</td>
</tr>
<tr>
<td>forward jets H1 $p_T &gt; 5$ GeV (cf. Fig. 25(b))</td>
<td>5.7</td>
<td>11.2</td>
<td>1.9</td>
<td>2.3</td>
</tr>
<tr>
<td>forward jets H1 $p_T &gt; 5$ GeV (cf. Fig. 26)</td>
<td>1.7</td>
<td>6.4</td>
<td>1.3</td>
<td>1.1</td>
</tr>
<tr>
<td>forward jets H1 $p_T &gt; 5$ GeV (cf. Fig. 27)</td>
<td>28.9</td>
<td>38.4</td>
<td>19.2</td>
<td>9.5</td>
</tr>
</tbody>
</table>

Table 2. Comparison of $\chi^2/ndf$ obtained from comparing different predictions to the data. For the NLO-dijet calculation with the DISENT program the renormalization scale was set to $\mu = \sum k_T$, the CTEQ6M [185] and SaS [197] parton distribution functions of the proton and photon, respectively, are used.
low $x$ can be made on the basis of the cross section measurement alone. In Fig. 23 the data are also compared with the predictions using the $k_t$-factorization approach in CASCADE. The quality of the data description is again quoted as $\chi^2/ndf$ for both approaches in Tab. 2.

Further insight into small-$x$ dynamics may be gained from inclusive di-jet data by studying the behavior of events with a small separation in the azimuthal angle, $\Delta \phi^*$, of the two hardest jets as measured in the hcms, as proposed in [201–204]. Partons entering the hard scattering process with negligible transverse momenta, as assumed in the DGLAP formalism, lead mainly to back-to-back configurations of the two outgoing jets with $\Delta \phi^* = \pi$. Higher order QCD processes lead to azimuthal jet separations different from $\pi$, however, the effect might be smaller than in the case of the BFKL and CCFM evolution schemes. In the above quoted di-jet analysis [139] the jet azimuthal de-correlation was studied using a variable which has been proposed by Szcurek et al. [204]:

$$S = \frac{\int_0^\alpha N_{2-jet}(\Delta \phi^*, x, Q^2)d\Delta \phi^*}{\int_0^{180^\circ} N_{2-jet}(\Delta \phi^*, x, Q^2)d\Delta \phi^*}, 0 < \alpha < 180^\circ$$ (33)

with $\alpha$ being a parameter for the $\Delta \phi^*$ distribution. Its advantage in comparison with the direct $\Delta \phi^*$ measurement (see e.g. analysis of the Tevatron data, subsection 4.2.3) is its better stability against migrations. For the data presented in Fig. 24 $\alpha = 120^\circ$ was chosen. This choice is mainly dictated by the limited jet energy resolution which may result in an incorrect choice of the two most energetic jets. Fig. 24 presents the $S$-distribution as a function of $x$ in bins of $Q^2$. The measured value of $S$ is of the order of 5% and increases with decreasing $x$. This rise is most prominent in the lowest $Q^2$ bin. On the contrary, the NLO-dijet QCD calculation predicts $S$-values of order 1%, several standard deviations below the data, and show no rise toward small $x$. Here the NLO calculations are performed in the on-shell limit (see discussion in section 4.1), neglecting the transverse momentum coming from the QCD evolution. Therefore only the $O(\alpha_s^2)$ part of the matrix elements gives a significant contribution for $\Delta \phi^* \neq 180^\circ$. The calculation of NLO-3jet is in much better agreement with the data (shown in [139]) which is NLO for the $S$ variable, but it still fails to describe the rise towards small $x$.

Since Monte Carlo generators, like RAPGAP, include the effects of the finite transverse momentum of the incoming partons via parton showers, it is not surprising, that they come much closer to the data than the naive NLO calculation ignoring the off-shellness of the incoming partons. This shows, that care has to be taken by applying fixed order partonic calculations to exclusive observables.

The CCFM evolution as implemented in CASCADE [41] describes the data reasonably well (Fig. 24), but this is also true if a resolved component of the virtual photon is added, provided that a rather large scale $\mu_r^2 = Q^2 + 4p_t^2$ is chosen (to get large enough resolved contribution).
Fig. 24. Ratio $S$ of the number of events with a small azimuthal jet separation ($\alpha < 120^\circ$) of the two most energetic jets with respect to the total number of inclusive di-jet events, given as a function of Bjorken-$x$ and $Q^2$. The data are compared to NLO-dijet calculations (DISENT, solid line) and predictions from CASCADE.

To conclude this section let us summarize its main points:

- For the inclusive jet cross section in DIS, the NLO-di-jet description starts to fail when jets become more and more forward
- The worsening of the description is accompanied by increasing theoretical uncertainty due to scale dependence, indicating that the NNLO terms may be more important in the forward direction
- NLO-di-jet calculations describe di-jet cross section in DIS data very well, down to $x_{Bj} = 10^{-4}$ in the central region of rapidity, if $\mu_f^2 = 70$ GeV$^2$ is used. For $\mu_f^2 = Q^2$ the description is much worse.
- The largest differences between NLO theory for the inclusive jet and di-jet cross section and the data are observed in the small-$x$, small $Q^2$ region.
- The azimuthal jet de-correlation in di-jet DIS data is not described by NLO-di-jet calculation, which is effectively LO for that observable. The NLO-3-jet calculation is in better agreement with the data, but still at small $x$ is not sufficient. The CCFM evolution approach is consistent with the data, but so is LO ME
- DGLAP parton shower provided that the resolved photon contribution is taken into account with a scale given by $Q^2 + 4p_t^2$.
- As in the case of cross sections, the largest discrepancies for azimuthal de-correlation are found in the small-$x$, small $Q^2$ region.

4.2 Where NLO DGLAP does not work

4.2.1 Forward jets in DIS

Measurements described as “Mueller forward jets in DIS” [178–180] were especially designed to search for non-DGLAP evolution signatures. The following conditions were required to suppress the DGLAP and enhance the BFKL evolution (with $x_{jet} = E_{jet}/E_p$):

- a high energetic jet with an energy fraction $x_{jet} \gg x_{Bj}$ to enhance BFKL evolution $x$-space
- a high enough transverse momentum $E_{T,jet}$ of the jet to ensure that perturbative calculations are valid e.g. $E_{T,jet} > 3.5$ GeV
- $E_{T,jet} \approx Q$ in order to suppress the DGLAP evolution

At HERA, the requirement of $x_{jet}/x_{Bj}$ to be large results in typical jet angles of a few degrees with respect to the forward (proton) direction. Due to the unavoidable beam-pipe hole in the detector, the acceptance is limited to jets with an angle larger than, for example, $7^\circ$ in the H1 detector. At smaller angles the jets are insufficiently contained in the detector and the experimental separation from proton remnant fragments might be difficult. As the jet approaches more and more the forward direction its profile gets thicker and more asymmetric and a large fraction disappears down the beam hole. In fact, the observation of broadening of the jet profile leads the ZEUS collaboration to restrict the forward jet analysis to pseudorapidities $\eta_{jet} < 2.6$ corresponding to the limiting angle $\Theta_{jet} > 8.5^\circ$. The criterion which determines the minimum acceptable jet angle is a satisfactory description of the jet profile. Obviously, the jet profile and separation of the remnant fragmentation depends on the jet algorithm. In the ZEUS analysis [150] the cone algorithm was employed. In principle an algorithm like the $k_t$-cluster algorithm, which is not based on geometry, should be less sensitive to detector edges, and the separation of remnant fragments should be easier in the Breit frame.

The condition $E_{T,jet}^2/Q^2 \approx 1$ is essential to suppress the DGLAP evolution in direct photon interactions. Due to limited statistics a compromise has to be found. In practice an interval is defined around this central value of $E_{T,jet}^2/Q^2$. The requirement $E_{T,jet} \approx Q$ leads to another experimental challenge: to reconstruct jets of the smallest possibly transverse momentum, forward jets at smallest possibly $Q^2$ (but still in perturbative region) and hence smallest possible $x$ are required.

It should be noted, that at HERA energies the above cuts restrict the phase space not only for DGLAP but for any type of evolution. At HERA the range between the hard scattering and the forward jet covers about
Table 3. Summary of the different selection criteria used to define Mueller forward jets in the H1 [151] and ZEUS [150] measurements.

<table>
<thead>
<tr>
<th></th>
<th>H1 cuts</th>
<th>ZEUS cuts</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{kT}$</td>
<td>$&gt; 11$ GeV</td>
<td>$&gt; 10$ GeV</td>
</tr>
<tr>
<td>$y_F$</td>
<td>$&gt; 0.1$</td>
<td>$&gt; 0.1$</td>
</tr>
<tr>
<td>$E_{T,jet}$</td>
<td>$&gt; 3.5$ (5) GeV</td>
<td>$&gt; 5$ GeV</td>
</tr>
<tr>
<td>$\eta_{jet}$</td>
<td>$1.7 – 2.8$</td>
<td>$&lt; 2.6$</td>
</tr>
<tr>
<td>$E_{T,jet}/Q^2$</td>
<td>$0.5 – 2$</td>
<td>$0.5 – 2$</td>
</tr>
<tr>
<td>$x_{jet}$</td>
<td>$&gt; 0.035$</td>
<td>$&gt; 0.036$</td>
</tr>
<tr>
<td>$p_{T,\perp,jet}$</td>
<td>$&gt; 0$</td>
<td></td>
</tr>
</tbody>
</table>

$x = 0.0001 – 0.0004, 0.00045 – 0.0045$

4 rapidity units, limiting the number of hard emissions to about 3 – 4. Therefore, it may be that there is not enough phase space for a BFKL-DGLAP discrimination. In Fig. 16 (right) a typical Feynman diagram for forward jets and particles is shown.

In Tab. 3 we present cuts used in the H1 [151] and ZEUS [150] forward jet analyses, performed with the cone algorithm. In spite of small differences of the selected phase space, it is clear that cross sections at $E_{T,jet} > 5$ GeV are compatible (see Fig. 25b and 27).

Recently the H1 Collaboration performed a new measurement of the forward jet cross section [149] using much higher statistics and applying cuts almost identical to those applied in [151] ($5 < Q^2 < 75$ GeV$^2$, $E_{T,jet} > 3.5$ GeV, $7^\circ < \theta_{jet} < 20^\circ$, $x_{jet} = E_{jet}/E_p > 0.035$, $0.5 < E_{T,jet}/Q^2 < 2$). In this analysis the jets were reconstructed using the inclusive $k_\perp$-algorithm. The cross section for forward jet production [151,149] as a function of $x$ is shown in Figs. 25, 26 and 27. The measurements are up to a factor of two larger than the prediction based on $O(\alpha_s)$ (and also $O(\alpha_s^2)$) QCD calculations in the DGLAP approach. Such parton level calculations are compared in Figs. 25, 26 and 27 with the measurement. Also shown is a comparison with different unintegrated gluon densities implemented in CASCADE [6,7], which shows the sensitivity of the predicted forward jet cross section on the details of the unintegrated gluon density. It is interesting to note that also including the non-singular terms in the CCFM splitting function ($J2003$ set 2) leads to reasonable agreement with the measurements in Figs. 26 and 27. For all other distributions e.g. $d\sigma/dp_{\perp,jet}$ the pattern of agreement/disagreement is similar. The level of agreement with the measured cross section of forward jet production is given in Tab. 2.

The forward jet cross section was also studied using the BFKL formalism [12–14]. In particular Kwieciński, Martin and Outhwaite (KMO) in ref. [205] used a modified LO BFKL equation, supplemented by a consistency constraint which mimics higher orders of the perturbative expansion, to describe the inclusive forward jet cross section. The KMO model describes the data well, however the predicted cross section is very sensitive to the input parameters in particular to the infrared cut-off and the scale of $\alpha_s$. Thus the model has rather large uncertainties in the normalization of the cross section, whereas the shape of the distribution in Bjorken-$x$ is expected to be more stable. We will come back to the KMO calculation in the next section.

The choice of the jet algorithm has quite an effect on the measured cross section, as we can see comparing Fig. 29 (data from [149], $k_\perp$ jet algorithm in Breit frame) and Fig. 28 (data from [148], cone jet algorithm in lab-
The cross sections come out different at hadron level due to the choice of the jet algorithm.

Including a contribution from resolved virtual photons (as done in RAPGAP res [176]) leads also to a reasonable description of the forward jet data. It should be noted however, that the predictions of the model are sensitive to the renormalization and factorization scales. The RAPGAP package allows a choice of renormalization and factorization scale, and in Figs. 28 and 29 the predictions are presented for two different choices, $\mu_R^2 = Q^2 + p_T^2$ and $\mu_F^2 = Q^2 + 4p_T^2$, where $p_T$ is the transverse momentum of the partons taking part in the hard scattering process. The errors (mainly systematic) are large and reasonable agreement with the data would still be achieved for a scale of $Q^2 + 4p_T^2$. Note, that for a correct description of the azimuthal de-correlation by RAPGAP the same large scale has to be employed (see subsection 4.2.2). However it seems that the two different forward jet measurements prefer different choices of the scales: in Fig. 29 the forward jet data are well described with a renormalization scale $\mu_R^2 = Q^2 + p_T^2$, while the forward jet data of Fig. 28 lie between the predictions using $\mu_R^2 = Q^2 + p_T^2$ and $\mu_F^2 = Q^2 + 4p_T^2$. Both calculations use RAPGAP and the same (CTEQ6M and SaS1d) proton and photon PDF’s.

Before coming to the end of this subsection, let us comment on possibilities of a new type forward jets measurements, which open with the advent of high statistics data. Obviously we can go to higher $Q^2$ and higher $x_{jet}$ so that the ratio $x_{jet}/x_Bj$ would remain large. An example of such a scenario is $Q^2 > 16 \text{ GeV}^2, p_{T,jet} > 6 \text{ GeV}, x_{jet} > 0.05, 0.1 < y < 0.7$. The cross section calculated using RAPGAP and CASCADE is shown in Fig. 30. It is 3-5 times lower than measurement with cuts presented in Tab. 3, but is certainly measurable at the level of 100 $\text{pb}^{-1}$ and has several advantages. The jets with higher $p_T$ and higher $x_{jet}$ are cleaner, we can expect smaller systematic errors due to the uncertainty of the calorimeter scale and detector corrections. Furthermore in the region of higher $Q^2$ the resolved component of the photon is suppressed, therefore the ambiguity between CASCADE-like and RAPGAP-like descriptions may vanish. Another possibility was considered by Kwiecinski et al. [206] who studied deep inelastic events containing a forward photon as a probe of small-$x$ dynamics. The great advantage is that such a measurement is no longer dependent on the hadronization mechanism. At an integrated luminosity of around 1 $\text{fb}^{-1}$ we can expect about 300 BFKL-like events within the following phase space cuts: $20 < Q^2 < 30, k_{T,jet}^2 > 5 \text{ GeV}^2, \Theta_j > 5^\circ$ where $k_{T,jet}$ and $\Theta_j$ are the transverse momenta and the angle of the forward photon, respectively. The DGLAP theory prediction is about 3.5 times lower. This process seems to be measurable.

\footnote{It is necessary to impose an isolation cut on the photon to suppress background from $\pi^0$‘s produced within outgoing quark jet. Experimentally one requires that within isolation cone around photon the energy deposit is below few percent of the photon energy.}

---

**Fig. 26.** The cross section for forward jet production [149] at the hadron level, as a function of $x$ for $E_{T,jet} > 3.5$ GeV. Also shown are the predictions from LO and NLO dijet calculations as well as predictions from CASCADE.

**Fig. 27.** Forward jet cross section [150] as a function of $x$ in the kinematic region given in Table 2. Shown are LO and NLO dijet calculations together with predictions from CASCADE.
able at HERA 2, however background from $\pi^0$'s may turn out to be large.

### 4.2.2 Forward $\pi^0$ mesons

H1 recently measured single forward $\pi^0$ meson production [156]. This new measurement triples the number of $\pi^0$'s in comparison to previously published data [151], allowing the measurement of more differential distributions and additional final state observables. The analysis is restricted to the kinematic range $2 < Q^2 < 70$ GeV$^2$, $5^\circ < \theta_{\pi} < 25^\circ$, $x_{\pi} = E_{\pi}/E_p > 0.01$ (lab. system) and $p_{T,\pi} > 2.5$ GeV (hcms). The differential cross section as a function of Bjorken-$x$ for different regions in $Q^2$ is shown in Fig. 31. It should be noted that this measurement covers a range in $x$ down to $4 \cdot 10^{-5}$. The prediction of a DGLAP
based Monte Carlo (RAPGAP dir) is well below the data, whereas a reasonable description is obtained when the resolved virtual photon contribution is added (RAPGAP res). It should be also noted, that a rather large factorization and renormalization scale \(Q^2 + 4p_T^2\) has to be used in this case. Surprisingly, CASCADE (all sets, but only JS2001 is shown) falls below the data at small \(x\) values. The fact that CASCADE, which provides good description of the forward jet production, fails to describe the forward \(\pi^0\) production at small \(x\) is interesting in itself. It may indicate that quark initiated cascades and final state cascades (gluon splitting into quark pairs), both missing in present CASCADE generator code, play important role in the forward \(\pi^0\) production. In RAPGAP both processes contribute significantly to the forward \(\pi^0\) cross section, influencing both the scale for string fragmentation (string invariant mass) and the string composition (quark vs gluon fragmentation). The final effect is such that RAPGAP is able to produce significantly more forward \(\pi^0\)s. It is interesting to note, that the parton to hadron fragmentation usually viewed as a complication of the partonic picture of deep inelastic collisions, here may serve also as the indicator of the underlying parton dynamics. It should be stressed however, that there is no direct contradiction in the data: discrepancies in the \(\pi^0\) cross section arise in the region of \(x\) which is mostly beyond the reach of the forward jet measurement. It is interesting to note that the previously mentioned BFKL calculation of the forward jet cross section \([205]\) is consistent with the forward \(\pi^0\) measurement (dashed-dotted curve). The BFKL prediction for the \(\pi^0\) cross section was obtained by the convolution of the parton distribution of KMO \([205]\) with the KKP (Kniehl, Kramer, Fötter) fragmentation function \([207]\).

We expect that different initial state cascade dynamics should lead to different radiation patterns and therefore to a different transverse energy flow. The transverse energy flow in the hadronic center of mass system, \(\frac{1}{N_dE_T/\text{d}(\eta^* - \eta^*_\pi)}\), in events containing at least one forward \(\pi^0\) is presented in Fig. 32 where \(\eta^*_\pi\) gives the pseudorapidity of the pion (in the hcms). The spectra are presented in three intervals of the \(\pi^0\) pseudorapidity: 

\[-1.25 < \eta^*_\pi < -0.25 \text{ (closest to proton direction) },
\]

\[-0.25 < \eta^*_\pi < 0.25 \text{ and } 0.25 < \eta^*_\pi < 2.0 \text{ (farthest from proton direction)}.\]

The QCD-based approaches all describe the transverse energy flow around the \(\pi^0\) but give different predictions in the current region. The resolved photon picture gives a reasonable description of the spectra whilst the CCFM approach overestimates the transverse energy flow when the forward \(\pi^0\) is closest to the proton direction (top left). The direct photon model gives the worst description of the data. It predicts a transverse energy flow which rises strongly with increasing \(\Delta \eta^*\) and shows a peak at large values of pseudorapidity difference. This effect becomes less pronounced with increasing pseudorapidity of the forward \(\pi^0\). The differences between the models can be qualitatively understood as a consequence of the ordering criteria of the parton cascade implemented in various Monte Carlo generators.

![Fig. 32. The distribution of transverse energy as a function of pseudorapidity difference in different intervals of \(\pi^0\) pseudorapidity. Predictions of three QCD-based models are shown.](image)

### 4.2.3 Di-jet production at the Tevatron

The jet production data at high energy hadron-hadron colliders can also be used to test parton evolution dynamics. The production of exactly two jets is described at LO by an \(\alpha_s^2\) calculation as being back-to-back in azimuthal angle and having their transverse momenta balanced. Higher order processes involve the radiation of additional partons, which will upset this correlation and additional soft radiation in higher order processes will decrease the correlation further, leading to a smearing of the \(\Delta \phi\)-distribution. Perturbative QCD has been successful in describing di-jet production up to next-to-leading order, whereas higher order contributions have to be accounted for by parton shower models. Since the production mechanism may involve more than one hard interaction scale, a different treatment of the parton radiation, such as BFKL, might be needed.

The D0 experiment has studied events in which two jets, widely separated in rapidity, have been identified. Due to their uniform calorimetric coverage of \(\pm 4\) units in rapidity this experiment is well suited for such an investigation. Jets were defined using a cone algorithm and \(E_t_{jet} > 20\) GeV. In a multi jet event the two jets mostly separated were chosen for the analyses provided one of them had \(E_t > 50\) GeV, this in order to avoid any trigger inefficiency.

If \(\langle \cos(\pi - \Delta \phi) \rangle\) is plotted as a function of the rapidity separation between the observed jets, then one would expect to observe a decrease in this variable as the rapidity separation increases, simply because the phase space for
additional radiation increases. As shown in Fig. 33 the D0 experiment [208] also observes a linear decrease with the pseudorapidity interval, well described by the HERWIG Monte Carlo. The JETRAD Monte Carlo, which provides a NLO-dijet calculation, predicts less de-correlation at large rapidity gaps. The BFKL calculation by [70], valid for large $s$, on the other hand gives much larger de-correlation effects, although we note that in this analysis, large effects from the constraint of energy and momentum conservation have been ignored in the BFKL evolution. In fact, if these are taken into account as describe in Section 3.3 the BFKL prediction is in much better agreement with data [55].

Recently the D0 measurements of Mueller-Navelet jets at the Tevatron have been discussed in detail by Andersen et al. [59], therefore we restrict ourselves to quoting their main conclusions:

- Definitions of the momentum fractions used by D0 and some of the acceptance cuts imposed spoil the correctness of the procedure to extract the effective BFKL intercept from the data. Especially the implemented cut on the maximum allowed transverse momentum of jets invalidates a BFKL analysis based on the asymptotic behavior of the BFKL prediction. Such a cut will of course always be implicitly implemented by the constraint in energy at a given collider, necessitating a detailed analysis as described in section 3.3.
- As the cuts on the transverse momenta of trigger jets were chosen equal, the fixed NLO QCD calculations of both the total dijet rates and the azimuthal decorrelations are plagued with large logarithms of perturbative, non-BFKL origin.

The constrained phase space at the Tevatron for dijets with large rapidity separation puts severe limits on the phase space for mini-jets (contributing to the BFKL evolution). The phase space constraint prohibits the rise in cross section with increasing rapidity separation (simply because the decrease in the PDFs is faster than the increase in the partonic cross section), but other observables, like the angular correlation of dijets, still get large BFKL corrections. The LHC promises to be very well suited for a study of effects from the BFKL evolution.

### 4.3 Experimental Conclusions and Outlook

The measurements of forward jets and particles are sensitive to the dynamics of parton evolution. Several QCD-based approaches have been confronted with the data. It has been shown that NLO-dijet DGLAP calculations fall well below forward jet data. The forward jet cross section is, however, well described by a DGLAP based Monte Carlo which includes a resolved photon component. Similarly, results obtained using the BFKL and CCFM evolution schemes are compatible with the data. The measurement of the forward $\pi^0$ cross section leads essentially to the same conclusions for the region of Bjorken-$x$ covered by the forward jet measurements. For the lowest values of $x$, i.e. those beyond the reach of the forward jet measurements, the CASCADE Monte Carlo generator fails to describe the data, possibly due to missing quark initiated cascades. The comparison of results from various models seems to indicate some sensitivity to the fragmentation method used to connect the parton and hadron levels. Study of the transverse energy flow associated with forward $\pi^0$'s seems to favor the DGLAP direct + resolved approach.

However, the present measurements at HERA were mainly restricted by two factors: the available center-of-mass energy and the geometrical acceptance of the detectors, requiring the forward jet to lie between: $2 \lesssim \eta \lesssim 3$. The dijet measurements are described best with a different scale (RAPGAP) or unintegrated gluon density (CASCADE) than the forward jet measurements (cf. see Tab. 2). This
shows that indeed new effects are seen: if the forward jet cross section is extended to a range of $\eta_{\text{jet}}$ up to 6 units (as proposed in the proposals for a continued HERA3 program \cite{209,210}) the difference compared to DGLAP becomes even more significant.

5 Conclusions

On the theoretical side, significant progress in understanding small-$x$ effects has been made. The soft region ($k_{\perp} \lesssim 1$ GeV) has been clearly identified to have significant influence on hadronic final state observables. With the consistent treatment of the scale in $\alpha_s$ and including the non-singular terms into the CCFM splitting function, a necessary step forward to a serious application of the CCFM small-$x$ evolution equation has been taken.

The question of gauge invariance of the whole $k_{\perp}$-factorization approach in general and also the question of gauge invariance of (integrated or unintegrated) PDFs has been clarified further.

Many new measurements in the area of small-$x$ physics have been made public, and the interest in a better understanding of small-$x$ effects is very clear. New measurements indicate the need to go even beyond $\mathcal{O}(\alpha_s^2)$ if calculations are performed in the collinear factorization approach. On the other hand, these effects are automatically included in $k_{\perp}$-factorization, which makes $k_{\perp}$-factorization an important tool for studying higher order corrections. It was shown that, irrespective of the particular choice of the non-perturbative CO matrix elements, the production of $J/\psi$ mesons at HERA can be reasonably well described within the color-singlet production mechanism (within $k_{\perp}$-factorization) and color-octet contributions are not at all needed. More accurate measurements of polarization properties of the $J/\psi$ mesons will be an interesting test of the $k_{\perp}$-factorization predictions.

Still, results from the experiments at HERA and the Tevatron have not yet provided unambiguous evidence for new small-$x$ effects. Including higher orders in the calculation according to the collinear approach and/or including the concept resolved (virtual) photons seems to mimic also the small-$x$ effects. In order to unambiguously identify small-$x$ effects at e.g. HERA, it is necessary to increase the angular coverage of the experimental setup towards the proton direction, as has been shown in the proposal for an extended HERA running beyond 2006, the so-called HERA3 scenario. Since a correct description of the small-$x$ dynamics is essential for the understanding of QCD at high energies, and also for any asymptotically free field theory it is of great importance to continue and extend the experimental and theoretical efforts.
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